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8.2 Johns Hopkins University

Dr. Hynek Hermansky is a Full Professor of Elcctrical and Computer Engineering at the Johns
Hopkins University in Baltimore. Maryland. He is also a Professor (on leave of absence) at the
Brno University of Technology, Czech Republic: an Adjunct Professor at the Oregon Health and
Sciences University. Portland. Oregon; and an External fellow at the International Computer
Science Institute at Berkeley, California. e is a Fellow of IEEE for “invention and
development of perceptually-based speech processing methods.”™ His main area of rescarch is
robust acoustic processing of speech. Among the techniques that he has pioneered are:
Perceptual Linear Prediction (PLP), RASTA modulation frequency filtering, multi-stream
recognition of speech, data-guided feature extraction. frequency-domain PLP. and posterior-
based features for speech recognition. He has applied these methods to speech recognition.
speaker recognition, and speech and audio coding. A number of the robust processing
techniques that he pioncered are now in wide usage worldwide.

Dr. Hermansky has been working in speech processing for over 30 years and has held the
following positions: Director of Research at the IDIAP Research Institute. Martigny, Switzerland:
Research Fellow at the University of Tokyo: Research Engincer at Panasonic Technologies in
Santa Barbara, California: Senior Member of Research Staft at US WEST Advanced
Technologies: and Professor and Director of the Center for Information Processing at OHSU,
Portland. Oregon.

In his professional activities, Dr. Hermansky served as Technical Chair at the 1998 ICASSP in
Seattle and an Associate Editor for IEEE Transaction on Speech and Audio. and is a member of
the Organizing Committee for ICASSP 2011 in Prague. He is member of the Editorial Board of
Speech Communication, holds 7 US patents, and authored or co-authored over 200 papers in
reviewed journals and conference proceedings.

8.3 University of Maryland

Dr. Shihab Shamma is a Full Professor, Department of Electrical Engineering. University of
Maryland (UMD), College Park. with a joint appointment at the Institute for System Research.
UMD. His research deals with questions in computational neuroscience, speech and audio
processing, neuromorphic engineering, and the development of microsensor systems for
experimental research and neural prostheses. Primary focus has been on studying the
computational principles underlying the processing and recognition of complex sounds in the
auditory system, and the relationship between auditory and visual processing. Signal processing
algorithms inspired by data from neurophysiological and psychoacoustical experiments are being
developed and applied in a variety of systems such as speech and voice recognition, diagnostics
in industrial manufacturing, and underwater and battlefield acoustics.

Dr. Shamma has developed novel models of auditory cortical processing, inspired by
physiological and psychoacoustic experiments over the last decade that have revealed a rich and
flexible representation of the perceptually significant features of sound. The resultant higher-
dimensional cortical representation (a frequency/rate/scale vector as a function of time) is able to
separate speech sounds from other unwanted signals, such as various types of noise or music. He
has been able to use this unique separation property to design multi-dimensional filters that
enhance the quality of noisy speech and suppress the noise. He has also used the cortical
representation to design front ends to a speech activity detector (SAD) for many types of noise.
He has tested his SAD with animal vocalizations. music. and environmental sounds. including jet
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engine noise, factory noise, destroyer engine sounds. military vehicles. cars. and speech babble
recorded in different environments like restaurants. airports. and exhibition halls, and. more
recently, reverberant speech. His speech activity detector has been found to be superior to other
SAD methods in independent tests by several government agencies.

Dr. Shamma is a Fellow of the Acoustical Society ol America, Senior Member of IEEE, member
of the Association for Research in Otolaryngology. and member of the Society for Neuroscience.
le is also Action Editor for the Journal of Computational Neuroscience, Academic Liditor for
PLo0S. and Academic Board Member for Trends in Cognitive Sciences. e has been Co-
organizer and Director of numerous Workshops and Symposia including most recently the
Annual Telluride Workshops on Neuromorphic Engincering (1997- present, partially funded by
NSF. ONR, DARPA, and the Whitaker and Gatsby Foundations), and the NIPS and COSYNL
workshops on Neural Mechanisms of Music Perception (1999), Thalamo-cortical Processing
(2002), and Attention and Streaming (2006). lle is the holder of a patent on “A Cochlear Filter
Bank with Switched Capacitor Circuits™. and has patents pending on “Intelligibility Assessment
Using Spectro-temporal Modulations™ and “*Speech Discrimination Based on Multiscale Spectro-
Temporal Modulations.™

8.4 Cambridge University

Dr. Mark Gales will serve as the primary person in charge of the RATS work at Cambridge
University. Professor Phil Woodland will serve as senior technical advisor.

Dr. Mark Gales is Reader in Information Engineering at Cambridge University where he has
been a member of faculty staff since 1999. Prior to this he was a Research Stalf Member at IBM.
He has worked on speech processing for over |8 years, with a particular interest in acoustic
modeling. acoustic environment robustness. and speaker adaptation. He has participated in a
range of DARPA/NIST automatic specch recognition evaluations since 1994, at both Cambridge
and IBM. These include recent evaluations under the DARPA EARS and GALE programs. Dr.
Gales has been awarded multiple IEEE paper awards for his work on speech recognition. From
2001 to 2004 he was a member of the IEEE Speech Technical Committee. He is currently an
Associate Liditor of the IEEE Signal Processing Letters. IEEL Transactions on Audio Speech and
Language. and on the editorial board of Computer Speech and Language journal. lle has
published over 100 papers, primarily in the area of acoustic modeling for speech recognition.

Dr. Gales has extensive experience in noise robustness. speaker adaptation, and speech
recognition. He developed one of the first approaches to model-based compensation for acoustic
models to handle noise conditions — parallel model combination. This model-based approach to
handling high levels of background noise has been refined to handle a range of important
techniques to make it applicable to state-of-the-art speech processing applications, including
discriminative adaptive training . and improving efficiency to allow its application to large
systems. He developed one of the standard approaches for speech recognition and adaptive
training, Constrained Maximum Likelihood Linear Regression (CMLLR), as well as refining this
to be more suited for speaker adaptation in the presence of high levels of background noise.
Under the DARPA EARS and GALE programs he has been involved in developing large
vocabulary transcription systems for English, Mandarin and Arabic. In addition, he has worked
on sequence kernels that form an important part of speaker identification and verification
systems and has recently been applied to handling high-levels of background noise.
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Phil Woodland is Professor of Information Engineering at the University of Cambridge where
he leads the Speech Group. Ile has been a member of faculty staff at Cambridge since 1989. He
has published almost 200 academic papers in the arca of speech and language technology. Many
ol these papers are highly cited, including the most highly cited paper to appear in the journal
Computer Speech and Language. e has won best paper awards for work in the arcas of speaker
adaptation and discriminative training of large vocabulary speech recognition systems. He has
also worked on statistical language modeling. auditory modeling, statistical speech synthesis, and
spoken document retrieval. His team has developed large-vocabulary speech recognition
systems that have lrequently given the lowest error rates in international research evaluations
organized by the US Government. He was one of the original co-authors of the widely-used
HTK toolkit, which now has about 100,000 registered users worldwide, and has continued to
play a major role in its development. 1le was a member of the IEEE SPS Speech Technical
Committee from 1999 to 2003, a member of the Liditorial Board of Computer Speech and
Language from 1994 until 2009, and is a current member of the Editorial Board of Speech
Communication.

Prof. Woodland has extensive experience in many areas of speech technology, particularly in
speech recognition systems. and has worked in the ficld for the last 25 years. Of special
relevance to RATS is his work on linear transform-based adaptation approaches. in which he
developed the widely-used MLLR technique. as well as techniques for unsupervised adaptation
in low recognition rate situations, via lattice-based adaptation, and discriminative adaptation
based methods. He has developed widely used discriminative training techniques and shown that
such techniques are useful for situations where test data is poorly matched to the training. He has
worked on developing speech transcription technology for many years, including work on the
DARPA EARS and GALE programs, for both ot these he was the PI at Cambridge University.
During this time his team has developed systems in a number of languages including English,
Mandarin and Arabic.

8.5 Brno University of Technology

Dr. Lukas Burget will serve as the primary person in charge of the RATS work at BUT.
Working closely with Dr. Burget will be Dr. Pavel Matcjka.

Dr. Lukas Burget has been an Assistant Professor at the Faculty of Information Technology
(FIT), University of Technology, Brno, Czech Republic, since 2004, He serves as Scientific
Director of the Speech@FIT research group. From 2000 to 2002, he was a visiting researcher at
OGI. Portland, OR, under supervision of Professor Hynek Hermansky. In 2008. he was invited
to lead the “Robust Speaker Recognition over Varying Channels™ team at the Johns Hopkins
University CLSP summer workshop. and will lead the team of BOSARIS workshop in 2010.

Dr. Burget's scientific interests are in the field of speech processing. namely acoustic modeling
for speech. speaker and language recognition, including their software implementations. He has
authored or co-authored more than 40 papers in journals and conferences. Ile was leader of the
top-performing teams in the NIST LID 2005 and 2007 evaluations and the NIST SID 2006 and
2008 evaluations, scoring first in a remarkable number of conditions. Ile contributed
significantly to the team developing AMI LVCSR systems successful in the NIST RT 2005.
2006 and 2007 evaluations.

Dr. Burget has participated in EU-sponsored projects "Multimodal Meeting Manager" (M4),
"Augmented MultiParty Interaction" (AMI), and "Augmented MultiParty interaction with
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Distant Access" (AMIDA). as well as in several projects sponsored at the local Czech level.
Currently, he is participating in the EU project “Mobile Biometry™. He is principal investigator
of US-Air Force EOARD sponsored project “Improving the capacity of language recognition
systems to handle rare languages using radio broadcast data”.

Dr. Pavel Matejka is senior researcher in the Speech@FIT research group, Department of
Computer Graphics and Multimedia, Faculty of Information Technology. Brno University of
Technology (BUT). e was a visiting scientist with the Anthropic speech processing group at
the Oregon Graduate Institute of Science and Technology in 2002-2003. He has participated in
the EU projects M4, AMI, and AMIDA mentioned above. and in language identification projects
sponsored by US Air Force EOARD and the Czech Ministry of Defense. He took part in NIST
2005. 2007 and 2009 language recognition and NIST 2006 and 2008 speaker recognition
evaluations, where BUT had excellent results. He is currently leading BU'T"s speaker
identification activities in the Mobile Biometry L:U project.

Dr. Matejka is author or co-author of more than 15 papers in journals and at reviewed
international conferences. His research interests include speaker recognition, language
identification. speech recognition (namely, phone recognition based on novel feature extraction
using temporal patterns and neural networks). He is active in keyword spotting and on-line
implementation of speech processing algorithms. 1le was finalist in the Student paper contest at
ICASSP 2006 in Toulouse and participated in the JHU workshop group "Recovery from Model
Inconsistency in Multilingual Speech Recognition" in 2007.

8.6 Time Commitments

Table 8-1 shows the planned time commitments for the Key Personnel for calendar years 2010,
2011, and 2012. The numbers for 2010 assume that the effort will start 15 August 2010, so 2010
is only a partial year. It is anticipated that a relatively small effort will be devoted for Technical
Area | during the first six months of the project while data is being collected by the Data
Collection team.

For the BBN Key Personnel. we have shown the time commitments both in terms of hours and
percentage time. At certain universities. personnel time is accounted for by percentage of time
rather than by hours. while at others, time is specitied in months.
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Key Individual Project Pending/Current 2010 2011 2012
John Makhoul RATS Proposed 90 hrs 528 hrs 616 hrs
(15%) (30%) (35%)
GALE Current 350 hrs 403 hrs n/a
(60%) (23%)
Richard Schwartz RATS Proposed 100 hrs 792 hrs 880 hrs
(17%) (45%) (50%)
GALE Current 410 hrs 440 hrs n/a
(70%) (25%)
Spyros Matsoukas RATS Proposed 153 hrs 1196 hrs 1472 hrs
(25%) (65%) (80%)
GALE Current 429 hrs 460 hrs n/a
(70%) (25%)
Hynek Hermansky RATS Proposed 12% 25% 25%
IARPA/ARL Current 12.5% 12.5% n/a
Speaker ID
Shihab Shamma RATS Proposed 0.25 month 1 month 1 month
IARPA/ARL Current 1 month 2 months n/a
Speaker ID
ONR Pending 0.25 month 1 month 1 month
Mark Gales RATS Proposed 50 hrs 200 hrs 200 hrs
GALE Current 70 70 n/a
Phil Woodland RATS Proposed 20 hrs 50 hrs 50 hrs
GALE Current 70 hrs 70 hrs n/a
Lukas Burget RATS Proposed 10% 50% 40%
IARPA Current 41% 40% 40%
Speaker ID
Pavel Matejka RATS Proposed 10% 55% 40%
IARPA Current 61% 35% 40%
Speaker ID

Table 8-1 Key personnel and their time commitments.
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8.7 Selected Bibliographies

Below is a selected bibliography from each of the PATROL sites with references pertaining to
the RATS program.

8.7.1 BBN
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ASR,” IEEE International Conference on Acoustics, Speech, and Signal Processing, Taiwan,
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Topic Spotting,™ IEEE International Conference on Acoustics, Speech, and Signal Processing,
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Translation,” Intl. Conf. on Spoken Language Processing, Pittsburg, PA, September, 2006.

B. Zhang, S. Matsoukas, R. Schwartz: “Recent progress on the discriminative region-dependent
transform for speech feature extraction™. Interspeech. Pittsburgh, PA, September, 2006.
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Normalization for Information Retrieval Applications™, US Patent No. 6.651.057. issued on
November 18, 2003, and US Patent No. 7.062.485. issued on June 13, 2006 (continuation).

L. Zhai, M. Siu, X. Yang and . Gish, “Discriminatively trained Language Models Using
Support Vector Machines for Language Identification,” Odyssey, June 2006.

B. Zhang, S. Matsoukas, and R. Schwartz, "Discriminatively Trained Region Dependent Feature
Transforms for Speech Recognition," ICASSP, Toulouse, France. vol.1. pp.313-316, 2006.
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Articulatory Feature-based Conditional Pronunciation Modeling,” /EEE Int. Conference on
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2004.

W. Andrews and J. Hernandez-Cordero, “Using Speech Compression for Speaker Detection™,
Speaker Odyssey Workshop. Toledo, Spain, 2004.
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Canada, 2004.
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High-Level Information for High Accuracy Speaker Recognition™. ICASSP, Hong Kong. China,
2003.

J. Navrtil, Q. Jin, W. Andrews and J. Campbell. “Phonetic Speaker Recognition Using
Maximum-Likelihood Binary-Decision Tree Models™. ICASSP, Hong Kong, China, 2003.

L. Nguyen, X. Guo. R. Schwartz, and J. Makhoul. “Japanese broadcast news transcription
system.”™ /('SLP, Denver. Colorado. 2002.

M. Siu, A. Chan. “Robust Speech Recognition Against Short-Time noise.” International
Conference on Spoken Language Processing, Vol. 2, pp. 1049-1052, 2002.

R. Prasad, L. Nguyen, R. Schwartz, and J. Makhoul, “Automatic Transcription of Courtroom
Speech,” Int. Conf. Spoken Language Processing, Denver, CO, pp.1745-1748, 2002.
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Courtroom Speech.” Int. Conf. Human Language Technology, San Diego. CA, Morgan
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Discovery from Broadeast News Stories,” Int. Conf. Human Language Technology. San Diego,
CA. Morgan Kaulmann Publishers, pp. 110-114, 2002.

W. Andrews, M. Kohler. and J. Campbell. “Phonetic Speaker Recognition.” EuroSpeech.
Aalborg, Denmark, 2001,

H. Jin, R. Schwartz. S. Sista, . Walls,"Topic Tracking for Radio. TV Broadcast. and
Newswire,” Eurospeech, Budapest. Hungary, pp. 2439-2442, 1999.

H. Jin, S. Matsoukas, R. Schwartz, and F Kubala, “Fast Robust Inverse Transform SAT and
Multi-stage Adaptation™. DARPA Broadcast News Transcription and Understanding Workshop,
Leesburg VA, 1998.

38
Use or disclosure of the data contained on this page is subject to the restriction on the title page of this proposal.

epic.org 14-10-09-DARPA-FOIA-20150527-Production-Raytheon 000109



P10071-BBN PATROL Personnel
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S. Matsoukas. R. Schwartz, I1. Jin, and L. Nguyen, “Practical Implementations of Speaker
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Adaptive Training,” ICSLP, 1996
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Input for Speech Recognition in High Ambient Noise." /EEE International Conference on
Acoustics, Speech, and Signal Processing. Tokyo. Japan, pp. 85-88, 1986.
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Signal Processing, Tokyo, Japan. pp. 737-740, 1986.
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Independent Speaker Identification Over Telephone Channels," IEEE International Conference
on Acoustics, Speech, and Signal Processing, Tampa, FL, pp. 379-382, 1985.

M. Krasner, J. Woll, K. Karnofsky. R. Schwartz. S. Roucos. and I1. Gish. “Investigation of text-

independent speaker identification techniques under conditions of variable data,” IEEE Int. Conf.
Acoust.. Speech, Signal Processing., pp. 18B.5.1-18B.5.4, 1984.
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S. Ganapathy,S. Thomas and H. Hermansky. “Temporal Envelope Subtraction for Robust
Speech Recognition Using Modulation Spectrum”, Proc. ASRU, Merano, Italy,2009.
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9 Project Management and Interaction Plan
9.1 Project Management
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Figure 9-1 Organizational chart for the PATROL Team.

Figure 9-1 shows the management organization for the project. Dr. John Makhoul will serve as
Principal Investigator and the overall Program Manager for this effort: he will coordinate and
manage the activities of the BBN-led PATROL Team in the RATS Program. Dr. Makhoul is an
experienced project leader and program manager. He has served as Pl on a large number of
DARPA and other government projects. Most recently. he managed and coordinated the BBN-
led team under the DARPA EARS program and is currently the Pl on the BBN-led team under
the DARPA GALE program. In both programs, the BBN-led teams have been consistently top
performers.

Under the BBN GALE effort, Dr. Makhoul oversees the activities of a dozen subcontractors,
distributed geographically across multiple locations. from California to Europe. The work under
the GALE program is quite diverse; it includes work on speech recognition, machine translation.
distillation. the linguistic annotation of text. and the integration of technologies into operational
systems that take speech or text from multiple languages and produce an English translation.
The resulting technologies have been transitioned into BBN's Broadcast Monitoring and Web
Monitoring products which have been deployed in at least 18 Government locations for 24/7
operation. The GALE program is expected to end in April 2011, but our experience in running
such a large and successflul project will serve us well in managing the BBN-led PATROL. Team
in the RA'T'S program.

Dr. Makhoul will be assisted at BBN by two senior researchers. both of whom have had
prominent and important roles in the EARS and GALES programs. Spyros Matsoukas., who has
demonstrated in the GALES program first-rate skills in performing technical management across
many sites, will serve as co-PI and Technical Manager. He will manage the technical activities
at BBN and across the other four sites on the PATROL team. Rich Schwartz. who has been a
fountain of innovation in various aspects of speech processing and pattern recognition for over
three decades, will serve as Technical Lead for the effort.
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Having been on the BBN-led team on GALE for the last four and a half years, Professors Mark
Gales and Phil Woodland of Cambridge University have worked closely with Makhoul.
Matsoukas, and Schwartz, and together have developed one of the most advanced multi-lingual
speech recognition systems in the world. That strong working relationship will continue during
the RATS project.

Professor Hynek Hermansky of Johns Hopkins University (JHU). who has an ongoing joint
appointment with the Brno University of Technology, has a very strong relationship with Drs.
Lukas Burget and Pavel Matejka there, both having performed research with him in the past and
have attended summer workshops at JITU. Currently, Burget and Matejka serve as consultants
on one of Hermansky’s projects in the US.

Professor Shihab Shamma of the University of Maryland (UMD) currently has a joint project on
speaker identification with Professor Hermansky, sponsored by IARPA under the BEST program.
Furthermore, both of them work on auditory modeling of sound and will be able to join up to
provide the PATROL team unparalleled expertise in that area, which we expect to be very
important in isolating the speech part of the noisy specch signal. Shamma and Hermansky will
be providing auditory-based feature extraction software to the other team members for use in
building systems for the four RATS applications.

BBN and UMD have also had a very strong working relationship under the GALE program.
Rich Schwartz from BBN. who is physically located in Virginia, has supervised the work of
several students from UMD, Schwartz has been meeting with the students at the BBN office in
Columbia, MD. on a weekly basis. Under RATS, Schwartz will continue his relationship with
UMD and his interaction with the students there.

The above described working relationships that already exist among the PATROL team members
will be a very good starting point for establishing a multilateral. open, and cooperative working
relationship among all team members.

9.2 Team Size and Composition

From our experience in the EARS and GALE programs, we have found that. in programs with
challenging goals. it is important to have the most qualified people at multiple sites work
together, bounce off ideas against each other, and collaborate in implementing and integrating
ideas and solutions that lead 10 the best performance and accuracy. By any measure, the goals of
the RATS program are very challenging and, therefore, require diverse ideas from a team that
has the requisite expertise and proven record of innovation and superior performance. We
believe we have assembled such a team, Going with the old adage of “two heads are better than
one”, we have endeavored to ensure that, in each primary technical arca, we have at least two
sites that focus on each area of research.

Table 9-1 lists the five sites on the PATROL team and the areas of primary concentration in the
proposed effort. In the area of robust feature extraction and speech enhancement, Dr.

Hermansky at JHU and Dr. Shamma at UMD have each developed audio processing methods
that tend to separate the speech from the noisc. They will make their methods and sofiware
available to the PATROL team in order to see which features work best with large levels of noise.

Even with the use of robust features, there will still be the need for noise modeling. BBN and
Cambridge University are both very experienced in this area and will continue Lo innovate
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solutions to this thorny problem. Brno University of Technology (BUT) will use their joint
factor analysis (JF A) work to render the ID tasks more immune to noise.

Robust Feature | Noise Speech Language Speaker Keyword Software
Extraction/ Modeling | Activity 1D 1D Spotting Integration
Enhancement Detection

BBN X X X X X X

Johns Hopkins U X X

U Maryland X X

Cambridge U X X

Brno U Tech X X X

Table 9-1 Organizations of the PATROL feam and their primary areas of concentration in RATS.

Dr. Shamma at UMD has obtained very good results in performing speech activity detection
(SAD) in various Lypes of noise by using his cortical representation of sound. He will continue
to work on this problem while BBN will use advanced statistical methods to perform SAD.

BBN and BUT will work on language ID and speaker ID. both of which are the primary areas of
strength at BUT. In addition. Dr. Hermansky will work on speaker ID. especially that he
currently is working on that problem on an IARPA effort.

BBN is a recognized leader in the area of keyword spotting and has delivered systems to the
Government for keyword spotting in various languages. Cambridge University — well known for
their expertise in speech recognition — will work with BBN on keyword spotting,

Sites would be expected to deliver to BBN working software modules (a task that is not shown
explicitly in the above table). BBN will need to integrate all this software into a working system
that can be delivered to the Government. Naturally. BBN will be the only site performing
integration and delivery.

Even though each site will concentrate on the tasks listed in Table 9-1. the sites, through joint
meetings, will also be available to consult on the other tasks, as their expertise permits.

As one can see from the above. BBN has built a team with some built-in redundancy. but with
maximum effectiveness. We strongly believe that this team, both in size and composition, is
both necessary and sufficient to meet the program objectives.

9.3 Working/Meeting Models

BBN has established teaming relationships with each of the PATROL team members. The
Statement of Work for each team member contains specific technical requirements by task.
project management reporting responsibilities, anticipated support for meetings and presentations,
and the delivery ol software. The teaming strategy draws upon unique capabilities of each
participant to form a comprehensive execution plan for the RATS effort.

BBN plans to have a face-to-face kickoff meeting early in the project. The kick-off meeting will
concentrate on working out an overall plan to be accomplished during Phase 1 of the project, and
a timeline for executing the plan. After the kickoff meeting, most of the day-to-day coordination
of activities will take place through regular weekly teleconferences for each of the major tasks.
The technical reviews for each task will include coordination of activities across sites. planning
for the research to be performed, the assignment of specific tasks. and the review of progress
against the work plan. In addition to the frequent teleconferences. periodic face-to-face meetings
will be scheduled at various locations, taking advantage of major conferences and DARPA
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meetings. Such team meetings will strengthen the tics among team members and allow for in-
depth technical discussions and planning. In addition to the DARPA requested meetings and
workshops specified upon award of the contract, meetings and teleconferences with the DARPA
RATS Program Manager will be scheduled as nceded.

9.4 Software/Code Management

9.4.1 Software Integration/Management

BBN is highly experienced in the integration of technology from other sites into functioning
systems, with appropriate GUIs, which have been delivered to the Government, either for
internal use or for deployment in the field for 24/7 operations. Our expertise includes developing
COTS Human Language Technology (HL.T) software systems, such as the Broadcast Monitoring
System (BMS). which integrates software from two other sites; it operates with minimal human
oversight at over |18 Government locations. In addition to commercial products, BBN delivers
state-of-the-art HL'T soltware suites directly to Government customers (or their use in research
and operations. One such system is Byblos, BBN's state-ol-the-art, trainable speech-to-text
(STT) system. Byblos is used by Government stafl to run STT and to create new STT models
using Byblos tools to train on noisy. real-world telephone data in a variety of languages. BBN
also delivers keyword search (KWS) systems to the Government. including word and phone-
based systems that operate at very high speeds. The KWS software suites are designed for use in
larger Government systems, so they are callable via an AP jointly designed by the Government
and BBN. BBN has extensive experience supporting the Government customer to help them
make STT. KWS, and other HLT work in a wide variety of languages and domains. We have
also delivered a GUI-driven trainable OCR system to the Government (the OCR system is based
on the BBN Byblos STT system).

In the RATS project. the integration of the PATROL software system will be performed at BBN.
Well before integration, BBN, in consultation with the team members, will create APls that
clearly define interfaces of the modules each site is developing. Early integration of prototype
modules in Phase 1 will take place to test APl soundness and ensure successful final integration
for delivery to the Evaluation Team. Our teammates will contribute software in the form of
source code, enabling BBN 1o create a single tightly integrated software suite. Having the source
code in a centralized location will also allow us to rapidly debug and fix any issues discovered
during integration. Whenever sites submit new versions of software modules. they will also
submit test programs that exercise APl functionality and the results of test runs demonstrating
the module’s conformance to the defined API.

All source code will be checked into a central repository at BBN dedicated to the RATS project.
This repository will be used [or integration of all subcontractor components into the complete
system. In addition, this repository will support the usual revision control functions necessary
for BBN staft to efficiently conduct research exploring alternative software algorithms.
Specifically, BBN researchers will check in to the repository all changes to the research code
base, typically checking into a private branch of the repository until a change has been shown to
be beneficial experimentally, at which time the change is merged into the repository’s “main
trunk.” The RATS project will adopt a number of software practices that BBN currently uses to
maintain a consistent software repository. This includes creation of a symbolically tagged, date-
stamped “local release™ every time the trunk of the repository is updated. Software will also be
tagged, built, and released whenever new software contributions are received from
subcontractors. The symbolic tags ensure our ability to analyze and identify the source of any
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unexpected changes in system behavior. Other software practices we will adopt include the use
of automated nightly builds and regression tests, with emails automatically sent when any error
or warning occurs in the process, along with information about the specific module and
originating site. We will then work with that site to fix any problems.

BBN's software system will also adhere to the APIs and input and output formatting conventions
defined by the Evaluation Team for periodic evaluation deliveries and by military end users for
the trainable system deliveries. BBN will test all software components extensively prior to
delivery to ensure robustness and conformance to external APIs,

BBN will support the Evaluation Team by providing access to all developed system and
component sollware: addressing software instrumentation needs: identifying failure causes:
meeting required delivery dates to support evaluation events: and responding to any other test-
related issues. BBN's extensive experience supporting Byblos and other Human Language
Technology systems at remote customer sites gives us the confidence to ensure that the
Evaluation Team can successfully run our RATS system.

9.4.2 Secure Processing

The work under Technical Area | of the RATS program does not require the processing of any
classified data. However, the Evaluation Team is slated to test the delivered systems on
classified data, possibly at the SCI level. In the event that the Evaluation Team should meet with
any issues when running the PATROL system on classified data, BBN has numerous staff in its
speech processing group who are cleared at the SCI level and who will be able to interact with
the Evaluation Team or any future military end users to ensure that the soltware suite is correctly
configured and runs successfully on their data. In addition. BBN has a TS/SCI SCIF equipped
with a secure connection to TS/SCI Government networks and, therefore, will be able to process
the same classified data in its SCIF. should the need arise to do that.

9.5 University Participation

In this project, we are fortunate to have as partners four universities that have excelled in their
areas of expertise which are relevant to the RATS program, as mentioned above. The Key
Personnel professors in those universities will be supervising a mix of research staff, including
post-docs, and graduate students who will be participating as research assistants. The staff and
students. under the guidance of their professors, will be writing software and performing
experiments to improve accuracy in the four RATS applications in noise.

In addition to developing new research ideas and writing code. these universities will be
expected to deliver to BBN software that will be integrated into the BBN system for delivery to
the Evaluation Team and to potential users. Under an existing IARPA contract, JHU, UMD, and
BUT will be delivering software for an external evaluation team as well. So, some of their
software will have already undergone hardening for delivery to third parties. Furthermore, BUT
has a lot of experience in transitioning their software for government and commercial
applications. We plan to take advantage of all this experience to integrate the software from
these sites with ours for delivery. The speech group at Cambridge University has a long history
of building solid software (especially their HTK speech recognition toolkit) for external use.

For over 20 years, BBN has had a cooperative relationship with Northeastern University. where
Dr. Makhoul has an appointment as Adjunct Professor. In this relationship. graduate students
from Northeastern work as rescarch assistants and do their graduate thesis work at BBN,
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supervised by senior BBN staff. with Dr. Makhoul acting as their official thesis advisor. We
expect to continue this arrangement, so we have budgeted one research assistant from
Northeastern to work on this project.

9.6 Government’s Role

We expect that the Government will provide us with the necessary data with which to build our
models for the four application arcas. We will work closely with the Program Manager to ensure
that our work is well aligned with the Government's expectations.

9.7 Project Management at BBEN

BBN has an extensive history of program management success that is predicated on tailoring the
management approach to the needs of the project. Our project activities range from very large.
formal programs to small, short-term projects with only a few engineers. Our project activitics
range [rom research and development to technical transition to commercial offerings. We have
the flexibility and trained talent within BBN to work at all these levels. BBN is dedicated to the
principle that program management must take a balanced and comprehensive approach to the
achievement of technical. cost, and schedule objectives. To meet these objectives, BBN has
developed a program organization and management approach proven effective by prior
successful contract performances with multiple team members.

Every project has a designated program manager who is responsible for the overall management
leading to the successful completion within time and budget. The program manager is
responsible for day-to-day management, staffing plans. financial tracking and reporting.
subcontractor relationships. and tracking of milestones and deliverables. Every project is
required to have a project plan detailing that project’s tasks, work organization, and budgeted
costs. The plan, schedule. assignments and budgets are communicated to all program team
members. Monthly tracking and control procedures measure the progress and cost against the
plan. Each project is subjected to monthly reviews that report on project status, so that any
difficulties or risks that may impact project completion can be identified and addressed in a
timely manner.

The team holds regular project meetings to coordinate work, identify any potential problems, and
ensure the project is proceeding on schedule. Program risks will be identified and discussed. and
mitigation plans implemented. In a program of the magnitude of RATS the tecam meetings are
required at both the program and task level.

A project web site is established to store, retrieve, and share technical and management
documents. All work products undergo an appropriate level of peer review. We provide status
reports prepared and submitted in accordance with procedures in the award document. At the end
of each phase, we prepare and submit a Final Report that summarizes the project and tasks at the
end of that phase.

BBN has the infrastructure to support the management of large government contracts. A number
of systems (such as BBNs time reporting system, Microsoft Project for schedule creation and
management, and PRISM for project finances) are in place to monitor project status and facilitate
project control. Most importantly, we have customizable project management practices. We
understand and appreciate the need to be flexible. efficient, and highly responsive to the evolving
goals of the RATS Program.
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10 Cost Summaries

The following four pages provide a complete cost summary for the proposed PATROL effort
under the RATS program.

The first page contains a top-level view of the proposed costs, broken down by phase. major task.
and performing site. There are seven major technical tasks: Feature Extraction, Noise
Modeling/Compensation. Speech Activity Detection, Language Identification, Speaker
Identification, Keyword Spotting. and System Integration. In addition to the seven major
technical tasks, we have also priced Program Management and Program Infrastructure as
additional major tasks. Program Management includes program administration, all BBN travel,
and data services (such as low-level annotations, which will be made available to the other

RATS performing sites). Program Infrastructure includes materials (computer equipment),
computer system administration, and data acquisition. For Phases 2 and 3. we also show at the
bottom of the page the costing for the proposed Speech Transcription option.

The second page contains the same costing information for Phase |, but broken down by month,
for the 18-month duration. The third and fourth pages contain the corresponding monthly
costing information for Phases 2 and 3. each lasting 12 months.
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P10071-BBN PATROL Cost Summaries

RATS PATROL SUMMARY
Base Proposal Phase 1 Phase 2 Phase 3

Feature Extraction

Johns Hopkins University $ 191,501 $ 128763 $ 131141
University of Maryland $ 129,261 $ 95315 $ 94500
Noise Modeling/Compensation

BBN $ 664,876 $ 442559 $ 441829
Brno University $ 51,520 $ 38,011 $ 37687
Cambridge University $ 134,649 $ 54900 $ 55978
Speech Activity Detection (SAD)

BBN $ 475,039 $ 276875 $ 243125
University of Maryland $ 129,261 $ 95,315 $ 94500
Language ID (LID)

BBN $ 644170 $ 461,689 $ 495,500
Brno University $ 103,040 $ 76,036 b 75312
Speaker ID (SID)

BBN $ 486,644 $ 398,574 $ 419,302
Brno University $ 103,040 $ 76,036 $ 75372
Johns Hopkins University $ 191,501 $ 128,763 $ 131,140
Keyword Spotting (KWS)

BBN $ 616,423 $ 461,364 $ 483,307
Cambridge University $ 134,650 $ 54,904 $ 55978
Northeastern University $ 43,063 $ 44782 $ 46,573
System Integration

BBN $ 313,267 $ 342757 $ 377,522
Program Management *

BBN $ 328,681 $ 247608 $ 234,355
Program Infrastructure **

BBN $ 552,786 $ 470811 $ 400,930
Total Base $5,293,372 $ 3,895,062 $3,894,111
Speech Transcription Option

BBN $ 325701 $ 337,100
Cambridge University $ 157,084 $ 162,459
Total Option $ 482,785 $ 499,559

* Program Management includes program administration, travel and data services.
** Program Infrastructure includes system administration, material, and data acquisition.
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P10071-BBN PATROL Cost Summaries

Phase 1 by Month

Phase 1 Base

Aug-10  Sep-10  Oect-10  Nov-10  Dec-10  Jan-11 Feb-11 Mar-11 Aprail May-11  Jun-11 Jul-11 Aug-11 Sep-11  Oet11 Nov-11  Dee-11 Jan-12  Feb-12 Total
Feature Extraction

Johns Hoakins University § 5341 $ 10682 5 10682 $ 10582 $ 10682 § 10682 $ 10GB2 S 10682 S 10682 § 10682 § 10682 S 10682 5 10682 § 10682 8 10682 5 10581 & 10413 § 10412 § 5206 § 191,501
Unnereity of Maryland $ 3588 5 7182 8 7182 S 7482 § V'8 § 7180 § 782 3 7182 § T82 § V81 S 7M81 5 VBT 5 FBL S 781 0§ 780 5 V81 5 .82 5 TiE2 § D587 § 12941
Moize Modeling/Compensation

BEN § 14523 5 30623 § 30707 S 30707 § 30159 § 39235 5 38922 S5 38427 5 38391 S I6348 5 38202 § 37214 S 38549 5 379101 S 36202 § 38146 5 35798 S 40396 S 15026 3 664876
grro University § 4204 5 4294 5§ 4294 5 4284 5 4204 § 4204 3 4794 5 4264 5 4204 8§ 4204 § 4290 5 4390 § 51.520
Camtrdge Unwersity 5 7087 $ 7087 S 7087 5 7087 § 708T § TOM7T 8 VOB 5 VOBYT S VO87T S V0BT § 7086 5 joEE § V086 § VOB 3 7VOAT & VOBY § VOBY 3 VOB7T 3 7087 3 134549
Speech Activity Detection

{SAD]

BEN $ 11284 5 19976 5 20855 5 21532 § 21832 § 3060 § 29800 5 29356 § 20026 5 28644 § 28686 5 26743 5 24839 5 26371 & 25060 § 22616 5 24335 5 25303 § 25101 § 475028
University of Marylard 3 35888 % 782 § Taez § TH62 83 THA2 § T80 § 782 & 732 5 WBE & M8 8 VMl 5 782 5 T4EM 5 TaBY 0§ VAR § TAMY S T2 £ O7TAE2 5 3 EET § 128269
Language ID {LID)

BEN $ 15246 5 28236 5 29057 S 26441 5 29470 § 40,152 S 36798 § 30392 S 365002 § 37708 § 35452 $ 35057 3 35002 3 37086 § 3738 S 24483 5 3306' S 37269 § 2030 § 44170
Brna Unversity § 5587 S5 E587 § B587 § BS87 5 D537 § 8537 $ £S587 5 95BY 5 MS587 5 8587 5 8587 $ pBS583 3 103,040
Speaker ID [SID)

BEN § 10565 5 23807 S 24100 S 24393 5 24535 § 27202 S 26620 S 2622% 5 28679 5 27344 § 26574 § 26881 5 27838 S 28073 § 27370 5 25266 3 24087 5 27650 § 26290 3 486644
Brro University § 8587 S 8587 5 8587 § 8587 § 8587 § 8587 5 BSAT S BS5EY § 8587 3 8587 S5 8587 S5 383 5 - § 103,040
Jahns Hopking University § 5341 % 10682 5§ 10682 S 10682 § 10EE2 5 10882 % 10682 S 10682 $ 10682 $ 10682 § 10EE2 S 10582 S 10682 § 10682 5 10883 5 10581 § 10412 5 10492 5 52086 § 19150

Keyword Spotting (KWS)
BEN

§ 12112 § 20378 § 30852 5 30252 § 30218 § 14581 § 35157 5 33786 5 36233 § 35838 § 35132 5 35497 3 35175 5 54924 5 34242 5 34154 5 23756 5 24450 3 30980 § 615423
Camibridge Uriversity $ 7087 § 7087 $ TOBY S TOBY S 708 § 708Y § 7087 S 7FOBT S5 V0BT 5 7VOBY § 7087 § 706y S TVOET S 7083 8 7087 5 7087 & 7087 § 7087 § V087 § 134580
Northeastern University § 1826 3 826 5 1B28 § 1826 § BE76 5 2876 § 5878 5 /828 3 1828 5§ 1826 3 TE2? S5 1826 3 43063
System inte gration
BEN $ 6464 £ 13777 S 13777 S 13777 S 12777 $ 20320 § 1904% S 18367 § 19392 $ 17871 S 17BES £ 17352 S 15000 $ 18291 S 17508 § 17157 S 16355 S ‘8484 § 16956 § 313,267
Program Management
BEN $ 19031 5 24878 % 12546 5 12375 § 12071 § 13200 § 12930 5 12071 § 17,290 $ 27700 8 25211 5 29330 5 157596 § 29912 8 12020 5 12733 5 16993 5 11801 5 10920 § 328680
Program Infrastructure
BEN § 11078 § 12161 § 11976 $228757 5 12161 % 11975 $ 12160 & 11876 S$115'74 § 12562 § 122370 § 1237 5 12562 § 12370 § 12563 3 %2370 5 12562 8 12370 § 12472 8 552787
Total Phase | Base $136.217 $233,636 3223771 S441.138 S223,805 $266,771 8285024 $281.200 $3I0II63 S206,811 2008535 $300,729 3267524 $298,187 $276307 $269,897 $266.702 280477 227,435 5293272
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P10071-BBN PATROL Cost Summaries
Phase 2 by Month
Phase 2 Base
Feb-12 Mar-12 Apr12 May-12 Jun-12 Jul-12 Aug-12  Sep-12 Oct-12 Nov-12 Dec-12 Jan-13 Feb-13 Total
Feature Extraction
Johns Hopkins University § 5805 & 96905 $ 9905 § 9905 § 9905 $ 9905 $§ 9905 $ 05605 $ 9505 § 9905 S 9905 § 9905 § 9903 $ 128,763
University of Maryland $ 4039 S B80O79 $ 8079 § BO79 8 7977 $ 7875 8 7B75S § 78B74 S 7B75 5 7875 5 7HB7VS5 § 7BH7S § 3938 $ 95315
Noise Modeling/Compe nsation
BBN $ 34140 $ 33039 S5 34196 $ 34256 S 35020 S 35589 $ 35832 § 35589 § 34196 $ 34256 $ 34196 S 33057 $ 29192 § 442558
Brho University § 3222 § 3222 § 3222 § 3222 § 3140 5 3141 § 3141 3 3141 § 3140 § 3140 $ 3140 5 3140 § 38,01
Cambridge University § 2317 $ 4835 3 4835 5 4635 § 4635 § 4635 5 4554 % 4519 § 4518 $ 4519 5 4519 § 4519 § 2259 § 54900
Speech Activity
BBN $ 20B59 S 21188 $ 21244 § 22243 % 22099 § 217168 $ 22595 S 22128 S5 21814 § 21859 § 20959 $ 20124 S 17847 § 276875
University of Maryland $ 4039 S BO79 $ BO79 $ BO79 & 7976 & 7TBVS $ 7875 § 7875 S 78IS $ VBVS $ VB7/S § 7875 § 23938 § 95315
Language ID (LID)
BBN $ 33180 $ 33827 S 34352 & 34823 § 36090 § 36315 5 37156 $ 36315 $ 35836 § 36217 S 35491 § 37761 S 34316 § 461,689
Brno University § 6444 § 6444 5 6444 5 6444 § 6202 § 6281 § 6281 & B28B1 & 6281 S5 6281 5 6281 § 621 $ 76,036
Speaker ID (SID)
BEN $ 29856 § 30559 § 30720 § 31628 $ 31289 $ 32012 $ 31603 5 31599 § 31289 § 31216 $ 30720 S 28302 $ 27679 § 398,572
Brmo University $ 6444 § 6444 § 6444 $ 65444 & 6295 5 6281 $ 6281 § 6281 % 6281 S5 6281 $§ 6281 § 6281 $ 76,038
Johns Hopkins University $ 9805 § 9903 & 9805 $ 9905 § 9905 § 9805 § 9905 § 6906 § 9805 § 9605 S 9805 § 9805 § 9905 $ 128,763
Keyword Spotting
BBN S 34524 $ 35723 5 36315 S 36689 $ 36660 $ 36660 § 35478 S 36248 S5 35836 5 36149 § 35482 §$ 33,107 $ 32383 § 461,364
Cambridge University $ 2318 $ 4635 § 4635 3 4636 $ 4837 3 4637 $ 4556 S 4519 S 4518 § 4518 3 4518 S 4518 $ 2259 § 54904
Norheastem University $ 1899 S 1899 $ 1BB9 $§ 1500 § B229 § 9229 § 9230 § 1900 $§ 1899 § 1900 % 1889 S 18899 $§ 44782
System Integration
BEN $ 23176 $ 22803 & 24400 S 23703 § 24268 § 28507 § 30360 $ 28507 $ 28689 § 28251 § 2994B $ 24364 § 24751 § 342,757
Program Management
BBN $ 21263 $ 28165 % 19079 S 14460 $ 26018 $ 30577 $ 16978 S 20653 § 14336 $ 14048 $ 18179 S 11663 S 12189 $ 247,608
Program Infrastructure
BBN $228892 § 12110 § 12500 $ 12459 5§ 124989 5§ 12499 § 12302 $105017 & 12489 § 12497 § 12489 $ 12500 § 124089 § 470812
Total Phase 2 Base $476,632 $280659 $276,053 5273550 §$293965 $303,639 $291,907 $378,256 $276,693 $277,792 $279682 $263,076 $223,158 $3,895062
Speech Transcription Option
BEN $ 24153 S 24698 $ 24492 § 25847 S 24998 S 25562 § 24492 § 25562 5 24998 S 25847 § 24492 $ 25562 § 24908 § 325701
Cambridge University $ 12084 § 12083 % 12083 $ 12083 5 12084 5 12084 § 12083 $ 12084 $ 12084 § 12083 $ 12083 § 12083 % 12083 § 157,084
Total Option $ 36237 § 36,781 $ 36575 § 27930 § 37082 § 37646 § 36575 § 37646 § 37,082 $ 37930 § 36575 $ 37645 § 37081 § 482,785
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P10071-BBN PATROL Cost Summaries

Phase 3 by Month

Phase 3 Base

Feb-13  Mar-13 Apr-13  May-13  Jun-13 Jul-13 Aug-13  Sep<13  Oct13  Nov-13  Dec-13  Jan-14  Feb-14 Total
Feature Extraction
Johns Hopkins University $ 10087 $ 10088 § 10087 S 10088 § 10088 & 10088 S 10.088 S 10088 S 10088 § 10088 § 10DBB S 10088 $ 10.087 $ 131,141
University of Maryland $ 7269 $§ 7269 § 7269 5 7269 § 7269 S 7260 § 7270 S 7270 3§ 7270 $§ 7269 § 7269 5 7269 S 7260 § 94,500

Noise Modeling/Compensation

BBN $ 33219 § 33050 S 36.019 % 35945 & 37967 $ 37465 5 38067 % 36339 § 35235 5 35030 5 34382 5 30318 § 18793 § 441829
Brno University $ 3141 § 3141 § 3141 § 3141 B 3140 § 3140 5 3140 B 3140 & 3140 5 3141 § 3141 5 3141 $ 37687
Cambridge University $ 2332 $ 4865 § 4665 5 4665 5 4665 5 4665 § 4665 5 4665 5 4665 § 4665 % 4665 5 4664 5 2332 § 55978
Speech Activity Detection (SAD)

BBN S 18525 5 178938 § 18.823 3 19347 $ 20058 $ 21630 S 20233 $ 20980 8 19146 $ 18697 S 19174 S 16962 $ 10612 $ 243125
University of Maryland $ 7260 § 7268 § 7269 $ 7268 § 7269 $ V268 5 Y269 $§ TVIV0D S5 VIT0 S Y270 § 7268 5 7269 § V268 § 94500
Language ID (LID)

BEN $ 37082 S 39102 $ 40033 S 42064 § 40.750 3 41854 $ 38053 § 40148 3 40750 $ 40.116 S 3B0BS $ 34602 § 22861 § 495500
Brno University $ 6201 S 6281 % 6281 § 6281 $ 6281 § 6281 S 6281 § 6281 $ 65281 § 6281 § 6281 § 6281 $ 75372
SpeakerID (SID)

BBN $ 31519 $ 31006 § 32623 § 32222 5 32196 5 32517 § 32947 5 32517 § 32196 $ 32222 % 32623 $ 32091 § 32623 § 419,302
Brno University $ 65281 § 6281 $ BH281 S 6281 $ 6281 $ 6281 $ €281 § 6281 $ 6281 $ 6281 S 6281 % 6281 $ 75372
Johns Hopkins University $ 10087 $ 10088 $ 10088 S 10,088 $ 10087 % 10088 $ 10088 $ 10088 S 100BE $ 10088 S 10088 & 10087 § 10087 $ 131,140
Keyword Spotting (KWS)

BBN $ 35766 $ 36323 § 37506 $ 376594 S 37018 5 37269 $ 37831 S 37269 3 37018 $ 37594 $ 37506 $ 37594 § 37.018 § 483,308
Cambridge University $ 2332 § 4665 $ 4665 S 4665 § 4665 5 4665 $ 4665 3 4665 $ 4665 § 4664 5 4685 5§ 4665 § 2332 § 55978
Northeastern University $ 1976 $ 1976 $ 1976 & 1,976 $ 9599 $ 9598 $§ 9599 § 1976 & 1974 & 1974 § 1874 & 1974 $ 46,573
System Integration

BEN $ 28420 § 27877 S 29415 % 20081 § 29177 S 29090 $ 29415 S 29090 5 29175 § 29090 S 29414 § 28853 $ 29415 § 377522
Program Manage me nt

BBN $ 21086 § 22568 $ 18482 $ 13860 § 13305 $ 29977 5 16382 § 25949 5 13305 § 13860 % 18406 F 13097 3§ 14089 § 234,355
Program Infrastructure

BBN $208835 $ 12499 § 12903 S 12901 $ 12901 $ 12901 $ 12697 $ 50,784 $ 12901 S 12901 § 12903 § 12903 S5 12902 § 400,931
Total Phase 3 Base $471,516 $282086 $288526 $284,747 $292716 $312,048 $294,971 $334,800 5281448 $281,231 $284214 $268139 $217669 53,894,111
Speech Transcription Option

BBN $ 24098 $ 25562 § 25349 S 26,752 § 25873 § 26457 $ 25348 § 26457 $ 25873 S 26752 §$ 25348 § 26457 § 25873 S 337.100
Cambndaoe Linivarsity $ 12497 $ 12497 $ 12496 5§ 12497 $ 12497 § 12497 S 12496 $ 12497 S 12497 S 12497 § 12497 & 12497 $ 12497 § 162 459
Total Option $ 37485 § 38059 § 37845 S 39249 § 38370 $ 38,954 § 37845 § 38954 S 38370 § 39,249 $ 37845 § 38954 § 38370 § 499,559
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P10071-BBN PATROL Organizational Conflict of Interest

11 Organizational Conflict of Interest Affirmations and Disclosure

None.
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P10071-BBN PATROL Human Use

12 Human Use

None.
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P10071-BBN PATROL Animal Use

13 Animal Use

None,
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P10071-BBN PATROL Statement of Unique Capability

14 Statement of Unique Capability Provided by Government or
Government-funded Team Member

Not Applicable.
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P10071-BBN PATROL Government-Funded Team Member

15 Government or Government-funded Team Member Eligibility

Not Applicable.

60
Use or disclosure of the data contained on this page is subject to the restriction on the litle page of this proposal.

epic.org 14-10-09-DARPA-FOIA-20150527-Production-Raytheon 000131



P10071-BBN PATROL Appendix A: References

Appendix A: References

[1] P.Mermelstein. “Distance measures for speech recognition. psychological and
instrumental,” in Pattern Recognition and Artificial Intelligence, C. 11. Chen (Ed.), pp. 374—
388, Academic, New York, 1976.

[2] M. Hermansky, “Perceptual Linear Prediction (PLP) Analysis for Speech,” J. Acoust. Soc.
Amer., Vol. 87, pp. 1738-1752, April 1990.

[3] H. Hermansky and N. Morgan, “RASTA Processing ol Speech.”™ IEEE Transactions on
Speech and Audio Processing. Vol. 2, No. 4. pp. 587-589, October. 1994.

[4] M. Berouti. R. Schwartz, and J. Makhoul, “Enhancement of speech corrupted by acoustic
noise.” IEEE International Conference on Acoustics, Speech and Signal Processing. pp.
208-211, April, 1979.

[5] S. Ganapathy. S. Thomas, and I1. Hermansky. “Robust Spectro-temporal Features based on
Autoregressive Models of Hilbert Envelopes.™ ICASSP, Dallas. TX, March 2010.

|6] H. Hermansky, “The Modulation Spectrum in Automatic Recognition of Speech,” /EEE
Workshop on Automatic Speech Recognition and Understanding, S. Furui, B.-11. Juang and
W. Chou (Eds.). 1997.

[7] T.Chi, P. Ru, and S. Shamma, “Multiresolution spectrotemporal analysis of complex
sounds,”.J. Acoust. Soc. Amer.. Vol. 118. pp. 887-906. 2006.

[8] M. Mirbagheri, N. Mesgarani, and S. Shamma “Nonlinear filtering of spectrotemporal
modulations in speech enhancement,” /CASSP. Dallas, TX, March 2010.

[9] B. Zhang. S. Matsoukas, and R. Schwartz. “Discriminatively Trained Region Dependent
Feature Transforms for Speech Recognition,” ICASSP, Vol. |, pp.1-313 - 1-316, May 2006.

[10] H. Hermansky, D.P.W. Ellis. and S. Sharma. “Connectionist Feature Extraction for
Conventional HMM Systems.”™ ICASSP. 2000.

[11] H. Hermansky and S. Sharma. “Temporal Patterns (TRAPS) in ASR of Noisy Speech,”
IEEE International Conference on Acoustics, Speech and Signal Processing, Phoenix, AZ.
1999.

[12] F. Valente and H. lermansky. “Hierarchical and Parallel Processing ol Modulation
Spectrum for ASR applications.”™ IEEE International Conference on Acoustics, Speech and
Signal Processing, 2008,

[13] J. Pinto, Y. Bayya, H. Hermansky, and M. Magimai-Doss. “Exploiting Contextual
Information For Improved Phoneme Recognition.” /IEEE Int. Conf. on Acoustics, Speech.
and Signal Processing, 2008.

[14] B. Zhang. S. Matsoukas, and R. Schwartz, “Recent progress on the discriminative region-
dependent transform for speech feature extraction,” Interspeech. Pittsburgh, PA, September
2006.

[15] J. Ma and R. Schwartz, "Unsupervised versus supervised training of acoustic models.”
Interspeech, 2008.

61
Use or disclosure of the data contained on this page is subject to the restriction on the title page of this proposal.

epic.org 14-10-09-DARPA-FOIA-20150527-Production-Raytheon 000132



P10071-BBN PATROL Appendix A: References

[16] S. Novotney, R. Schwartz, and J. Ma, "Unsupervised acoustic and language model training
with small amounts of labeled data.” /CASSP, 2009.

[17] S. Novotney. and R. Schwartz, "Analysis of Low-Resource Acoustic Model Self-Training,”
1CASSP, 2009,

| 18] . Gish. M. Siu. A. Chan. and W. Belficld. “Unsupervised training of an HMM-based
speech recognizer for topic classification.™ ICASSP. 2009.

[ 19] N. Mesgarani, M, Slaney, S. A. Shamma, “Discrimination of speech from nonspeech based
on multiscale spectro-temporal modulations,” JEEE Transactions on Audio, Speech, and
Language Processing. vol.14, no.3, pp. 920- 930. May 2006.

[20] L. Deng, A. Acero, M. Plumpe, and X.D. Huang, “Large vocabulary speech recognition
under adverse acoustic environments,” JCSLP, Vol.3. pp. 806-809. October, 2000.

[21] M.JLE. Gales and S.J. Young, “An Improved Approach to the Hidden Markov Model
Decomposition of Speech and Noise.”™ ICASSP. Vol. 1, pp. 233-236, 1992.

[22] M.LF. Gales. S.J. Young, A Fast and Flexible Implementation of Parallel Model
Combination.” ICASSP, pp. 133-136, 1995.

23] A. Acero, I.. Deng. T. Kristjansson, and J. Zhang. "HMM adaptation using vector Taylor
series for noisy speech recognition,” ICSLP, September 2000.

|24] F. Flego and M.J.F., Galcs. “Discriminative Adaptive Training with VTS and JUD,™ IEEE
Automatic Speech Recognition and Understanding Workshop, December 2009.

125] H. Xu, M.LF., Gales, and K.K, Chin, “Improving Joint Uncertainty Decoding Performance
by Predictive Methods for Noise Robust Speech Recognition.” IEEE Automatic Speech
Recognition and Understanding Workshop, December 2009.

[26] D.K, Kim and M.LF.. Gales, *Noisy Constrained Maximum Likelihood Linear Regression
for Noise-Robust Speech Recognition.” submitted to IEEE Transactions on Audio Speech
and Language Processing, 2010.

[27] 7. Ghahramani and M. . Jordan, “Factorial hidden Markov models,” Machine Learning,
29:245-275, 1997.

[28] P. Kenny. G. Boulianne, P. Quellet, and P. Dumouchel, ~Joint factor analysis versus
eigenchannels in speaker recognition,” IEEE Trans. Audio, Speech, Lang. Processing, Vol.
15, no. 4. May 2007.

[29] G. Shafer, 4 Mathematical Theory of Evidence, MIT Press, 1976.

[30] F. Valente and H. Hermansky. “Combination of Acoustic Classifiers based on Dempster-
Shaler Theory of Evidence,” IEEE International Conference on Acoustics, Speech and
Signal Processing. Honolulu, HI. 2007.

[31] R. Schwartz, A. Derr, A. Wilgus, and J. Makhoul, "Speaker Verification IR&D Final
Report." BBN Technical Report No. 6661, Nov, 1987.

[32] E. Singer and D.A. Reynolds. “Analysis of multitarget detection for speaker and language
recognition,” IEEE Odyssey: The Speaker and Language Recognition Workshop, pp. 301-
308, 2004.

62
Use or disclosure of the data contained on this page is subject to the restriction on the title page of this proposal.

epic.org 14-10-09-DARPA-FOIA-20150527-Production-Raytheon 000133



P10071-BBN PATROL Appendix A: References

[33] H. Jin, R. Schwartz, S. Sista, and F. Walls, “Topic Tracking for Radio. TV Broadcast. and
Newswire,” Eurospeech. Budapest. Hungary, pp. 2439-2442, September 1999.

|34] H. Jin, R. Schwartz. F. Walls, and S. Sista, *Method and apparatus for score normalization
for information retrieval applications.” U.S. Patents 7.062.485 and 6.651.057.

[35] D.R.H. Miller, M. Kleber, C. Kao. O. Kimball, T. Colthurst, S.A. Lowe. R.M. Schwartz,
and H. Gish. “Rapid and Accurate Spoken Term Detection,” Interspeech. Antwerp,
Belgium, 2007.

[36] S. Matsoukas, L.. Nguyen, J. Davenport, J. Billa, F. Richardson, M. Siu, D. Liu, R. Schwartz,
and J. Makhoul, "The 1998 BBN Byblos Primary System Applied to English and Spanish
Broadcast News Transcription.” DARPA Broadcast News Workshop, Herndon, VA, Morgan
Kaufmann Publishers, pp. 255-260, Feb. 28-Mar. 3, 1999.

[37] S. Galligan. *Automatic speech detection and segmentation of air traffic control audio using
parametric trajectory models,” IEEE Aerospace Conference, Big Sky, Montana. March
2007.

[38] A. Stolcke. L. Ferrer. S. Kajarckar, E. Shriberg, and A. Venkataraman, “MLLR Transforms
as Features in Speaker Recognition,” Eurospeech, pp. 2425-2428, September 2005.

[39] E. E. Shriberg “Higher level features in speaker recognition.” in Speaker Classification 1. C.
Muller (Ed.), Vol. 4343 of Lecture Notes in Computer Science, Artificial Intelligence,
Springer, pp. 241-259, 2007.

[40] C.J. Leggetter and P.C. Woodland, “Maximum likelihood linear regression for speaker
adaptation ol continuous density HMMs,”™ Computer Speech and Language. Vol. 9. pp.
171-186, 1995.

[41] M.A. Zissman. “Comparison of four approaches to automatic language identification of
telephone speech.” IEEE Trans. on Speech and Audio Processing, 4(1):31-44, 1996.

[42] L. Burget. P. Matéjka, and J. Cernocy. “Discriminative Training Techniques for Acoustic
l.anguage Identification.” JCASSP, Toulouse, France. pp. 209-212, 2006.

[43] T. Anastasakos. J. McDonough, R. Schwartz, and J. Makhoul. “A compact model for
speaker-adaptive training.” Int. Conf. Speech Language Processing. vol. 2. Philadelphia. PA,
pp. 11371140, 1996.

[44] H. Li and B. Ma, “A Phonotactic Language Model for Spoken Language Identification,”
43rd Annual Meeting of the ACL. Ann Arbor. MI. pp. 515-522. June 2005.

[45] S. Sista, R. Schwartz, T. Leek. and J. Makhoul, “An Algorithm for Unsupervised Topic
Discovery from Broadcast News Stories,” Human Language Technology Workshop, San
Diego, CA. 2002.

[46] S. F. Boll, *Suppression of acoustic noise in speech using spectral subtraction,” /EEE
ASSP-27. pp. 113-120. April 1979.

[47] H. Gish, Y.-L. Chow, and J. R. Rohlicek, “Probabilistic Vector Mapping of Noisy Speech
parameters [or [ IMM word spotting,” ICASSP. 1990.

[48] K. Ng. H. Gish. and J. R. Rohlicek, “Robust Mapping of noisy speech parameters for HMM
word spotting,” JCASSP. 1992.

63
Use or disclosure of the data contained on this page is subject to the restriction on the title page of this proposal.

epic.org 14-10-09-DARPA-FOIA-20150527-Production-Raytheon 000134



P10071-BBN PATROL Appendix A: References

[49] X. Zhu, "Multi-Stage speaker diarization (or conference and lecture meetings,"
http://www.itl.nist.gov/iad/mig/tests/r/2007/workshop/RT07-LIMSI-SPKR-
Presentation v2.pdf

[50] C. Wooters and M. Huijbregts. "The 1CSI 2007 speaker diarization system."
http://www.itl.nist.gov/iad/mig/tests/rt/2007/workshop/RTO7-SRITCSI-SPKR-
Presentation.pdf

1511 X. Anguera, M. Aguilo, C. Wooters, C. Nadeu, and J. Hernando, "Hybrid Speech/non-
speech detector applied to Speaker Diarization of Meetings," IEEE Odyssey Speaker and
Language Recognition Workshop, pp. 1-6, 2006.

152] E. Scheirer and M. Slaney. “Construction and evaluation of a robust multifeature
speech/music discriminator,” ICASSP. 1997.

[53] B. Kingsbury, G. Saon. L. Mangu. M Padmanabhan and R. Sarikaya, “Robust speech
recognition in noisy environments: The 2001 IBM SPINE evaluation system,” [CASSP,
2002.

[54] D. A. Reynolds, R. C. Rose. and M. J. T. Smith, “A Mixture Modeling Approach to Text-
Independent Speaker [dentification.” Jowrnal of the Acoustical Society of America, Suppl. 1.
Vol. 87. 1990.

|55] L. Burget, P. Matéjka. P. Schwarz, O. Glembek. and J. Cernocky, “*Analysis of feature
extraction and channel compensation in GMM speaker recognition system,” /EEE
Transactions on Audio, Speech, and Language Processing, Vol. 15, No. 7, 2007.

[56] W. Campbell, D. E. Sturim, D. A. Reynolds, “Support Vector Machines Using GMM
Supervectors for Speaker Verification.” /EEE Signal Processing Letters. Vol. 13, No. 5. pp.
308-311, May 2006.

[57] L. Burget, P. Matéjka, V. Hubeika, and J. Cernocky. “Investigation into variants of Joint
Factor Analysis for speaker recognition,” Interspeech. Brighton, UK, pp. 1263-1266, 2009,

[58] A. Solomonofl. W. M. Campbell. and C. Quillen. “Nuisance Attribute Projection,” Speech
Communication, Amsterdam, The Netherlands, May 2007.

[59] W. M. Campbell, J. P. Campbell. D. A. Reynolds. D. A. Jones, and T. R. Leek. “High-Level
Speaker Verification with Support Vector Machines,” /CASSP. Montreal. Quebec, Canada,
pp- 1: 73-76. May 2004,

[60] J. P. Campbell, D. A. Reynolds. and R. B. Dunn, “Fusing High- and [.ow-Level Features
for Speaker Recognition.” Eurospeech, 2003.

[61] N. Briimmer, L. Burget, J. Cernocky. O. Glembek. F. Grézl, M. Karafiat. D. van Leeuwen,
P. Matéjka, P. Schwarz, and A. Strasheim, “Fusion of heterogeneous speaker recognition
systems in the STBU submission for the NIST speaker recognition evaluation 2006.” /EEE
Transactions on Audio, Speech, and Language Processing, Vol. 15, No, 7, pp. 2072-2084,
2007.

[62] P. Matéjka. P. Schwarz, L. Burget. and J. Cernocky, “Use of anti-models to further improve
state-ol-the-art PRI.M language recognition system.” ICASSP. Toulouse. France, pp. 197-
200, 2006.

64
Use or disclosure of the data contained on this page is subject to the restriction on the title page of this proposal.

epic.org 14-10-09-DARPA-FOIA-20150527-Production-Raytheon 000135



P10071-BBN PATROL Appendix A: References

[63] J.R. Rohlicek, P. Jeanrenaud, K. Ng, 1. Gish, B. Musicus, M. Siu. “Phonetic training and
language modeling for word spotting.” IC'4SSP, 1993.

[64] J.G. Fiscus. J. Ajot, J.S. Garofolo. and G. Doddington, “Results of the 2006 Spoken Term
Detection Evaluation,” Special Interest Group on Information Retrieval (SIGIR-07)
Workshop in Searching Spontaneous Conversational Speech. 2007.

65
Use or disclosure of the data contained on this page is subject to the restriction on the title page of this proposal

epic.org 14-10-09-DARPA-FOIA-20150527-Production-Raytheon 000136





