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2.2 Proposal Road Map 
SAIC's approach to Technical Area 3 (Evalu­

ation) for the DARPA Robust Automatic Tran­
scription o f Specch (RATS) Program is based 
on applying and adapting best practices devel­
oped over previous IPTQ and Intelligence 
Community (lq evaluations. This approach 
combines methodology- a collaborative speci­
fication p:rocess based on a comprehensive 
experimental design, targeted re finement of 
metrics, and a streamlined process for moving 
to classified environments-with a scenario-dri­
ven approach to (he selection and partition of 
data and an open evaluation framework that 
provides continuous testing to researchers and 

multi-level reporting of results to DARPA. 
SAlC's fcam- including PI Richard La Valley, 
Dr. William Ilardy, Dr. Henry Goldberg and 
consultant Professor Paul Coben-brings 
together experts in metrics and experimental 
design, speech analysis technology, and statistics 
with extensive knowledge of rhe operational 
missions that RA 1'5 technology is intended to 
address . Figure 2.2-1 illustrates the SAl e 
approach and its relationship to performers in 
TechnicaJ Areas 1 and 2 while providing a 
roadmap of the sections of the proposal that 
address each area. 

Figure 2.2-2 provides a detailed roadmap to 
all major elements of the SAIC proposal. 

• Collaborative evaluation design 
• Streamlined process fO( shifting evaluation 

from unclassified to classified environments 
improve 

transition support 

• Scenario~rlven data selection 
~l'!!!~!!!Q!!!L--.l emphasizes transition relevance 

• Partition tesl data along 
mulliple dimensions 

supports 
evaluation 

multklimensional 
res"its 

l.egend 

Evauation Team 
(Technical Area 3) 

I 0 Other Performe~ 
(Technical Areas 
1 and 2) 

'1 data deSign accommodates 
'rfoNISW configurations 

• Team ~Cludes expert statisltClan In metncs and experiment destgn 
• Evaluation framework developer from DARPA's Machine Reading Program 
• Experts in voice and speech analysis "~ 

Figure 2.2-1. SAIC's Approach Combines Methodology, Data, and Framework to Provide a Comprehensive Approach to 
RATS Evaluation. SAle's approach includes extensive interaction with both algorithm developers (Technical Area 1) and data 
collection (Technical Area 2), assuring a evllaboralive approach that accelerates research progress while effectively measuring 

that progress. Section references point to sections of the proposal that highlight each area. 

2.2-1 
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SynopsIs 

Main Goals of • Create an evaluation specification and methodology that defines a fair and comprellen-
Proposed Re- sive approach to measuring and evaluating research progress against RATS goals 
sea"'" • Perform comprehensive evaluation of speed! analysis algorithms that shifts smoothly 

~ 
2.4-1 . a5 

(Evaluation) from undassirled environments 10 classified environments and data in Phases 2 and 3 

• Develop an Evaluation Framework that provides continuous testing during development 2.44 
and layered performance measurement during evaluation 

• Partition data sels 10 support evaluation of performance in real istic operational scena· 2.4-6 
rios and across mu"iple relevant dimensioos (noise level, # speakers, etc.) to emphas-
ize transition relevance of research and support estimation of MOEs from MOPs 

2.4 .. 1, 2.4-2, 
2.4-4 

Tangible • Provide dear, comprehensive evaluation results to DARPA that support programmatic 2.4-2. 2.4-4 
Benefits to decisions 
End Users • Maximize research progress for algorithm developers by tailoring evaluation speciflca· 2.44 

tions, offering flexible evaluation schedules to accommodate rapid technology 
advances, and providing detailed evaluation results 

• Direct research toward areas of relevance to potential operational users and transition 2.4-4 
partners through realistic, scenario-based evaluations 

• Provide opportunities lor exposure of RATS technologies to potential users and transi· 2.44 
tion partners 

Critical Tech- • Difficulty in integrating with research hardware and software platforms rapidly prior to 2.44, 2.4-7 
nical Barriers limited end of phase evaluation period 

• lack of methods to generalize measures of performance (MOPs) into measures of 2.4-4 
effectiveness (MOEs) that directly Impact operational users 

• Measurement of perfoonance within required confidence levels to support comparisoo 2.4-7 
10 phase-specific goals 

• Refinement of me!rics to address lechnicallimitations in annotator performance 2.4-2 

• Challenge in annotating dassifl9d speech data consistently with unclassified annota- 2.4-5 
tions to ensure util ity 01 resulting classified evaluation results 

Main Ele- • Provide experienced team combining experts In memes and experimental design , 2.4-6.2.9-1 
ments of speech technology, and statistics 
Technical • leverage existing evaluation artifacts (specifications and software) from similar pro- 2.4·1, 2 4 .. 5 
Approach grams to maximize effectiveness and minimize risk and cost to the government 

• Collaborate with RATS algorithm developers in design of evaluation specification 2.4-1 

• Develop Evaluation Framewor1< that provides robust, automated les~ng of algorithm 2.4-1 
performance on all RATS metrics across multiple dimensions 

• Inceotivlze continuous integration by providing Evaluation Framework to algorithm 2.4-4 
developers, providing continuous testing to facilitate research progress 

• Define operational scenarios based on understanding of real lC and DOD missions that 
emphasize envisioned RATS CONOPS 

2.4-0 

• Partner with Technical Area 2 team to assure that data collection and resulting partition 
support planned evaluation protocol and scenarios 

2.4..0 

Basis of • Extensive record of successful evaluations for IPTO, the IC, and DOD 2.4-5, 2.4-0, 
Confidence • Detailed kno'hiedge of state of the art approaches for measuring speech analysis 2.9-1 

technologies 2.4-6 

• Cleared staff and faci lities to support evaluations at the TSlSCllevel 2.4-5 

• Successful previous evaluation of speech transcription technology leading to forma! 2.4-5. 2.4-6, 
transition to operational environment 2.9-1, 2.10-6 

Nature 8fld • Thorough evaluation of research progress against defined, phase-specilic goals for all 2.4-10 
Description 'of RATS metrics 
End Results • Multi-level analysis that provides detailed breakdown of algorithm performance across 

multiple dimensions, identifying strengths, weaknesses, and opportunities for research 
progress 

2.4 .. 1·2A.4 j 
Figure 2.2·2. Detailed Roadmap to All Major Elements of the SAle Proposal 

Proposal Roadmap 2.2·2 
Source SeIoctIJn k"oIQnnaIJon .. sea FAR 2.101 arw:j J lOt 
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Nature and 
Description 
of End 
Results 
(Continued) 

Cost and 
Schedule 

Plans and 
Capability to 
Accomplish 
Technology 
Transijion 

Proposal Roadmap 
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SynopsIs 

• Projected MOEs based on MOPs and operational scenarios to support possible 
transition 

• Extensive evaluation framework for speech technology that can be distributed to the 
wider research community at the discretion of DARPA 

• 
I: 
• 

Phase 1: 18 months - S717K 
Phase 2: 12 months - $487K 
Phase 3: 12 months - $392K 
Develop a framework to support both standard and non-standard interfaces 

• Indude detailed specifications documentatioo 
• Establish a mirrored testbed for unclassified and classified evaluations to assure that the 

algorithms can operate effectively in both environments 
• Develop realistic operational scenarios that can be used to estimate MOEs for potential 

transition partners 

~ 
2.4-4 

2.11-1-2.11-3 

2.4-7 
2.4-1 
2.4-5,2.2-3, 
2.10-5 
2.4-1,2.4-3, 
2.4-4 

• Leverage experience from previous successful transitions of speech analysis technology 2.4-5 

Figure 2.2-2. Detailed Roadmap to All Major Elements of the SAle Proposal (continued) 

2.2-3 
Source Selection Information see FAR 2.1 01 <nI 3.104 Use or dOOosuItl of irJ!ormation oonl3kJed 00 Ihis shool is subject 10 !he restrictions 00 \he title page of this proposal {)( quotation. 
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2.3 Reserved 
Note: The outline instructions included in 

DARPA-BAA-tO-34 as Amended on 16 March 
2010 did not include Section 2.3. This section is 
reserved to align with the BAA outline 
instructions. 

ResefVed 
~SeIedion InfomIatD1 - See FAR2.1 01 and 3.1tlo1 

J .... r p o rat i on 

2.3-1 
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2.4 Technical Approacb 
Slm;Jl!a~l. SAlC's approach to the evaluation 

task for RATS focuses on applying and adapting 
best practlces developed in previous N IST, 
lPTO and Ie evaluations of speech analysis and 
other language technologies. SAle will leverage 
our extensive experience implementing a re­
search framework and evaluation process rhat 
supports research progress, provides fair and 
objective evaluation, transitions searnlessly from 
unclassified to classified envirorunents, and 
maximizes relevance to possible transition part­
ners in the DOD and IC conununi'cies. SAle 
will utilize its experience and knowledge of 
likely operational scenarios motivating the 
RATS perfor:mance tasks, as weU as its extensive 
e:'{perience transitioning toOls into DOD and 
the Intelligence Community (Iq, to focus eval­
uation on problems of likely interest and to 
support DARPA in tcansitioning RATS tech­
nologies to operational users. 
2.4.1 Merhodology 
:;.4. -'.1 E milld/I'!II .fpa(jit' l/ilJfI 

A key element to successful evaluation of re­
search programs is clear communication of 
evaluation methodologies and protocols as early 
as possible, allowing researchers to focus their 
effon s and providing the opportunity to rec­
ommend improvement .. that minimize impacts 
on research and improve the utility and accuracy 
of performance data collection. 

The SAl C Team will develop and publish a 
draft of the Evaluation Specification Document 
describing data, tasks, rest protocols, and me­
tries during the first six months of Phase 1. Re­
search tealns will be able to provide feedback 
on a variety of issues that will be incorporated 
(as appropriate and app roved by the govern­
ment) imo a series of releases that are consisten t 
with each phase. This coUaborative approach 
will lead to a comprehensive and fair evaluation 
specification that will serve as the basis for suc­
cessful evaluations of ItA TS. 
2.4.1.2 E)..painJfIIla/ I)f'.I{~1f 

The method proposed to evaluate R.ATS 
technologies at the end of each phase has two 
distinct approaches . The first approach will be 
the calculation of tbe measures o f performance 

as outlined over a set of audio files as outlined 
by the BAA as well as the calculation over each 
audio instance within the audio ftle . The second 
method proposed uses analysis of variance tests 
to investigate th e performance sensith,;ty over 
different dimensions of interest to DARPA's 
customers. Note that both analyses will be gen­
erated from the same testing process, allowing 
more in-depth analysis with minimal additional 
effort or cost. 

Technical Area 1 systems \vill be presented with 
a series of trials which \vill be geared to evaluate 
the performance of a selected technology (SAD , 
LTD, SID or KWS). Each trial will consist of a 
series of audio files that will be scored on whether 
the condition o f interest (Speech, Language, 
Speaker, Key Word) was present (yes or no) 
along with certainty o f thar call. 

The measures of performance (MOPs) out­
lined in the RATS BAA will be calculated for 
each evem ",,;thin the audio file, as weU as cu­
mulatively over the events within the file and 
overall for the audio file s. 

Based on our understanding of the overall 
population of possible events and making the 
assumption that voice activity will comprise of 
at least 75% of the activity in the audio pro­
vided by the Task 2 team, we have computed 
the total sample size needed fot 95% confi­
dence estimates to be at least 800 evems. The 
training and evaluation data split provided in the 
BAA provides more than enough of a popula­
tion of 3 second events necessary for each eval­
uation phase and will be sufficient to provide 
estimates of the true performance of the partic­
ular algorithm with 95% level of confidence. 

SAlC proposes an experimental design ap­
proach to evaluate each technology and investi­
gate the performance over multiple dimensions 
as in figure 2.4-1. Experiments will be run on 
various combinations of these dimensions and 
the results will be analyzed and examined for 
statistical differences (figure 2.4-2). 

In order to obtain a sufficiently large number 
of samples for variance analysis to achieve a 
95% levd of confidence, each Technical Area 1 
system will be evaluated on a set o f audio files 
which fit the characteristics of the experimental 

2.4-1 
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... ~ 
SAD 

UD 

SID 

KWS 

Dimension of Interest 

I 
Level of SNR. Noise with and without Music, 
Gender 
# of Languages, Open and Closed Sets of 
Languages, Gender, Type of Speaker 
(Native, Non-Native) 
# of Speakers, Level of SNR. Open and 
Closed Sets of Speakers. Gender, Type of 
Speaker (Native, Non-Native) 
# of Words, Level of SNR, Open and Closed 
Sets of Words 

Figure 2.4-1. Possible Experimental Design Dimensions 
design as outlined; the measures of performance 
(MOPs) will be calculated, and analyzed and re­
ported. Since each of the set of audio files 
within one. of the cells will have been collected 
by the same Technical A rea 2 performer under 
similar conditions, it is anticipated that the re­
sults should provide a good basis for decision 
making by DARPA at thc end of each phase. 

2.4.1.2.1 Annotation, '11ia/s, and Analysis. I n or­
der to be ablc to compare RA 1 '5 to previolls 
testing such as N IST's Rich Transcription (RT), 
Language Recognition Evaluation (LRE), and 
Spoken Term Detection (SID) programs, SATC 
proposes a. similar approach for the RATS eval­
uation and the handling of the data. 

2.4.1.2.1.1 Annotation. A key assumption for 
this evaluation is the level o f annotation of the 
audio files from the Technical Area 2 ream. Tt is 
assumed t hat each segment will be annotated 
whethet speech is present or not. \Vhen speech is 
present, the annotation will provide which 
language a.nd speaker arc bcing used fc:)r the 
segment as well as whether a key word is spoken 
during the segment. 'Ibis will be the basis for 
scoring the perfoffimnce of the systems provided 
by Tecbnical Area 1 development teams. 

2.4.1.2.1.2 Trials. SAle proposes presenting 
the Technical Area 1 development system with 
a set of audio files which will be as the basis for 
the perfonnance evaluation for the four RATS 
technologies. The RATS BAA defInes the seg­
mentation for SAD, LID, SID and KWS as 3 
seconds. Each instance of voice will be seg­
mented and scored. '('his should allow for direct 

Technical Approach 
Soorce Selection InIarmatio:n-See FAR 2.101 and 3.1001 

comparisons (() previolls NIST and industry 
technology evaluations which usc 3 second, 30 
second, and 45 second segmentation. Technical 
Area 1 development systems will be asked to 
make a decision specific to the evaluated RATS 
technology (SAD, UD, SID and KWS) for each 
segment and provide a level of confidence on 
its decision such that more positive scores indi­
cate greater confidence. MOPs will be calcu­
lated on each annotated voice activity and cu­
mulatively over all activities. 

2.4.1.2.2 Analysis & fuportillg. The three per­
formance measures defined by the BAA will be 
calculated at the voice activity level cumulatively 
over each activity within the entire audio fIle 
and overall for the entire audio file. SAIC will 
calculate overall performance achieved for eacb 
technology separately, which will be the basis 
for reporting the performance of the various 
technologies to DARPA and Technical Area 1 
teams as de.fined by the BAA for each phase,. 
Each MOP will be tested against the desired 
performance level as outlined in the RATS BAA 
for each phase at a 95 % level of confidence and 
reported to DARPA The results of the analysis 
of variance will be analyzed using non-parame­
tric statistical techniques such as Friedman's test 
at the 95% le.vel of confidence. 
2.--1.1.3 Mettlr.r 

2.4.1.3.1 SAD. Speecb Activity Detection is a 
key technology wbich has been worked on for 
many years. The major difficulty of the speech 
detection task in RA 1'5 is the variability of the 
speech and background noise patterns. The 
noise and \Toice inconsistency often leads to in­
accurate detection of the speech endpoints, by 
cutting phonemes or passing non-speech events 
to the speech processing system such as Lan­
guage Identification detection (LID), Speaker 
Identification detection (SID) and Key Word 
Spotting (K\VS) when used in the end-to-end 

An 
SAD 

F M 

envisioned in the BAA. 
problem in the evaluation of 
IS the absence of an accurate 

F 
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method of checking the correctness of a speech 
detection algorithm, or for comparing two or 
more candidate methods. The location of the 
speech endpoints in the presence of high-level 
noise becomes a complex (ask even for expe­
rienced phoneticians. l'he commonly used ma­
nual method consists of a rough approximation, 
followed by a more precise endpoint location 
"\vith acoustical and visual assistance. TIle BAA 
specifies that the Technical Area 2 team collect 
and annota te audio files which will be annotated 
at each 200 ms segment of the audio. This 
represents a significant research challenge as the 
current state of the art of manual or semi-auto­
matic annotation of speech segments is at the 500 
ms level. 1bis challenge has a significant impact 
on the development of the experimemal design 
for evaluating the algorithms developed by Tech­
nical Area 1 teams for RATS. SAIC proposes [Q 

work with the Technical Area 2 team to deter­
mine the level of segmentation that will be deli­
vered and adapt the evaluation design as required 
if the BAA level of segmenla.tion is not realized. 

Previous Evaluations of SAD technologies 
typically were evaluated over various dimen­
sions of interest but very few have the SNR 
level specified in the BAA. The RATS BAA 
specifically asks for thc data to be collected in 
environments where the signal [Q noise ratio 
(SNR) is less that 10 dB. SATC believes that it is 
important to also measure the effect of the 
noise over previously investigatcd dimensions 
such as gender and type of noise. The experi­
mental des:ign proposed will allow for an under­
standing of the possible intemctions of these 
dimensions and rhe overall performance. 

2.4.1.3.2 IJD. Language identification detec­
tion is the process of detcrmining if a language 
is spoken in voice stream and determining 
which language is spoken from a set of given 
languages. The techniques typically used in LID 
algorithms are based one ot a combination of 
the acoustic or acoustic-phonotactic or lexical 
or prosodic information. 

Some of the known problems with past LID 
evaluations occur in testing across genders, sim­
ilar languages, collection environments, and in 
selecting language when non-native speakers are 

Technical Approach 
Souroe Seiection Inlormaticn--See FAR 2.101 ;nj 3.104 

in the audio. Previous evaluations have also ex­
perimented with both open and closed sets of 
languagcs. P revious Evaluations of LID tech­
nologies typically have not been at SNR level 
specified in the BAA. 

As was proposed for SAD, SAle believes that 
it is important to also measure the effect of the 
noise on LID over previously investigated di­
mensions such as gender and type of noise .. fhe 
experimental design proposed will allow for an 
understanding of the possible interactions of 
these dimensions and the overall performance 
of the LID algorithms and allow more accurate 
estimation of effectiveness in operational envi­
ronments and scenarios. 

2.4.1.3.3 SID. Speaker identification detection 
is the procedure of capturing and processing a 
speech signal and automatically recognizing the 
speaker. The dominant technique used in 
speaker identification is based on the use of Mel 
.f"requency Cepstral Coefficients (rvIFCC) ex­
tracted from the power spectrum as represenla.­
tion of the vocal track and GMM for modeling 
and elassification. 

There are many factors or dimensions when 
considering SID evaluation. These include 
speech quality, speech modality, speech duration, 
and speaker population. The presence o f back­
ground noise severely degrades the performance 
of speaker identification detection algorithms. 

As was proposed for SAD and LID, SAIC 
believes that it is important [0 also measure the 
effect of the noise on SID over previously in­
vestigated dimensions such as gender and type 
of noise. The experimental design proposed will 
allow for an understanding of the possible inte­
ractions of these dimensions and the overall 
performance of the SID algorithms. 

2.4.1.3.4 KWS. Keyword (or word) spotting 
refers to a proper detecting of any occurrence 
of a limited number of keywords that would 
most likely express the intent of a speaker, ra­
ther than attempting to recognize every word in 
an utterance. A critical issue in keyword spot­
ting is the modeling of the non-keyword por­
Uons. 

As was proposed for SAD, LID and STD, 
SAIC believes that it is important to also meas-

2.4-3 
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ure the effect of the noise on KWS over pre­
viously investigated dimensions such as gender 
and type of noise. The experimental design pro­
posed will allow for an undcr:;tanding of the 
possible interactions of these dimensions and 
the overall performance of the K\',/S algorithms. 

2.4.1.3.5 MOPs us. MOEs. The RATS program 
seeks to develop technologics in which there 
will be significant interest among possible tran­
sition partners. To facilieate the transition 
process, SAle proposes to supplement the 
Measures of Performance (MOPs) that arc the 
fundamemal metrics of the program with Meas­
ures of Effectiveness (MOEs) that will morc 
dearly demonstrate the potential of ItA TS tech­
nologies tn operational environments. Com­
plete, cod-lo-end measurement of MOEs is out 
of scope for 'l'echnical Area 3, so S~AlC pro­
poses a low-risk and low-cost alternative in 
which we will combine relevant MOP rc~mlts 

with specific operational scenarios to estimate 
MOEs. Such estimates will be based on clear as­
sumptions about missions and resources and 
will include confidences levels of predicted per­
formance that will allow potential transition 
partners to understand the likely impact of 
RATS technologies. 

An example scenario could be based on the 
HPCP intercept described in Section 2.4.2.1. 
'nlC full scenario would include a number of 
operationally relevant factors such as the num­
ber of hours of traffic recorded per day, the 
number of linguists available, the rate of trans­
lation of raw audio, and the performance of lin­
guists on large audio streams (which can be es­
timated from the data. collection task). It would 
include a mission-for example detection of a 
series of targeted individuals and keywords relc­
vant to a counter-lED mission. These scenarios 
would align with those used during evaluation, so 
that data and results would bc direcdy applicable. 

Ovecall MOE perfonnancc would be calcu­
lated based on the end-ta-cnd relevant MOPs. 
The overall MOPs would in rum be estimated 
by joint pmbabilities, with limited end-to-end 
testing to validate the assumptions. [o'or exam­
ple, the end-to-end probability of detecting 
speech and speaker can be expressed as: 

Technical Approach 
Source Selec!ion Intormation-See FAR 2.101 and 3, 11)4 

P(SID n SAD) = P (SAD) • P(SID I SAD) 
Where P (SID) and P (SAD) arc the probabili­

ties of correctly identifying speaker and speech, 
respectively, for a given audio sample. \'(Ie can 
estimate P(SID I SAD) from the measured re~ 
suits on P (SID), but this estimate will be inaccu­
rate. By doing limited end-to-end testing, we 
can provide both a more accurate performance 
estimate and a confidence interval around that 
estimate. Certain tipping-and-queuing scenarios 
would require correct identification of speech, 
language, and speaker, introducing additional 
challenges to the ovecall performance estimates 
that should be addressed through limited end­
to-end testing. 

From estimates of end~to-end MOPs, MOEs 
of operational interest such as % reduction in 
rranslamr effort/ unit of audio and % of total 
targets correctly identified can be estimated 
from simple workflow models and scenario pa­
rameters. Similar approaches have been demon­
strated success fully in RDBC and other related 
Ie programs to estimate mission iInpacts from 
perfonnancc measures. 
2.-1.1.4 C-:ol/{It/di'~~ EiIJ(J/!/(ftioll.f 

2.4.1.4.1 PJJa.ft 1 E /wluotioll. The Evaluation 
team proposes a flexible design for Phase 1 eval­
uation that will adapt to the progress achieved by 
algorithm designers, in tlle event their systems 
are not fully iInplemented by the BAA schedule 
("6 weeks before the end of each phase''). This 
flexible approach, along with our planned early 
implementation of the Evaluation Framework 
and Evaluation Specification, will prepare us to 
execute phase 1 evaluations at any time after 
month 12, allowing algorithm developers capable 
of meeting phase milestones early to be tested 
whenever they are ready. Previous integration 
with the Evaluation Framework (section 2.4.3), 
and successful completion of dry run evaluations, 
will be used to increase the likelihood that the 
end of phase integration will proceed smoothly, 
and support from our integration team will be 
provided to deal with any unanticipated chal­
lenges during this critical period. SAIC will con­
finn successful integration by running a limited 
set of tests, automatically verif)>iog results against 
developer-reported results 00 a subset of the 

2.4-4 
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training data and hand-verification of rcsults on a 
limited subset of evalu.'ltion data. 

The evaluation itself will consist of a series of 
runs based on our experimemal design (section 
2.4. 1.2).Usin g the results from each run, SALe's 
evaluation framework will automatically com­
pute both overall and cross-dimensional results 
for the program metrics, including ROC/ D l=T 
curves and confidence intervals. These detailed 
results will serve as the basis for our analysis 
and results reporting. As part of the automated 
analysis, SAle will create confusion matrices for 
languages, speakers, and keywords that will help 
identify st1:engths and weaknesses of different 
algorithmic approaches and identify opportuni­
ties for improvement in phase 2 and beyond. 

SAle will conduct separate tests of LID and 
KWS using data from speakers that were not 
part of the training sel. \Ve will either include or 
exclude these results from aggregate measures 
of LID and KWS performance based on guid­
ance from DARPA. Results from these open set 
tests will allow us to determme the dependence 
of UD and SID performance on previous ex­
posure to specific speakers-a critical consider­
ation in future classified testing as well as po­
tential operational usc. 

2.4.1.4.2 Phase 2 and 3 Unclassified Em/Halioll. 

The Evaluation tcam will conduct the Phase 2 
and Phase 3 unclassified evaluations at the same 
unclassified laboratory facility used in Phase 1 
testing. Algorithm dcvdopers will be expected to 
train SATe evaluators on the use of their systems, 
especially in the areas of training on speakers, 
and entry of keyword lists, no later than eight 
weeks prior to the end o f phase 2 in order to 
prepare for testing on classified data .. We antic­
ipate a 2-day training period per sys tem, though 
more or less may be necessary depending on the 
degree of familiarity gained during Phase 1 and 
the number of changes since those tests. SAIC 
will repeat: the testing conducted in previous 
phases widl new data nor previously encountered 
by Technical Area 1 systems. In addition to test­
ing SAD, LID, SID, and KWS as in Phase 1, 
SAle will train algorithms to recognize new 
speakers and keywords and evaluate perfonnance 
on SID and KWS in such scenarios. TIlls will 

Technical Approach 
SOuroI SeleetDIlrIIo!matiJII-See FAA 2.101 .., 3.104 

detennine the "trainability" of algorithms-criti­
cal for understanding results from classified eval­
uations where speakers and keywords cannot 
have been part of the training data. 

2.4.1.4.3 Proem for Sbiftillg from Unclassified to 
Classified Eva/IIOlioll. During Phases 2 and 3, 
s Ale wiU conduct classified testing using the 
same methodology for evaluation as the unclas­
si fied testing, executing testing in a sensitive 
compartmented in fonnauon facility (SCIF) us­
ing classified data provided by the government 
and previously annotated by SA le translators 
(see secuon 2.4.2.4 for details on annotation). 

SAl e has extensive experience in shifting eval­
uations from unclassified [0 classified environ­
ments. During the RDEe program, SAIC con­
ducted evaluations of over 40 different technolo­
gies d ial moved from unclassified to classified 
environments and data. We have developed a 
streamlined process to facilitate the rransition-a 
process we propose to leverage on RATS. 

Our process is based on the right combina­
tion of staff, policies, and control of the envi­
ronment. For smooch transitions, it is critical to 
have all key staff members fully cleared and able 
to work on the high as well as the low side, as 
we do. TIlls eliminates potential down rime for 
training that can be very costly in classified en­
vironments. Policies mus t be in place to satisfy 
all security requirements so that there are no 
disruptions due to security violations or other 
problems. Most importantly, the unclassified 
environment must mirror the classified envi­
ronment as closely as possible, minimi7.ing the 
risk of unexpected integration problems inside 
the SCT F. 1be Evaluation Team will ensure 
consistency of the enviro nment by using a sin­
gle configuration of the Evaluation Framework 
in both unclassified and classified environments. 
The Evaluation Framework will reside on paired 
high -cnd server systems, one for the high-vo­
lume Speech Activity D etection (SAD) metric, 
while the second seever system will focus on the 
smaller data-sets associated with Language 
Identification (LID), Speaker Identification 
(SID), and Key Word Spotting (K\VS) testing. 
There will be separate bur identically configured 
pairs for uncla.ssified and dass i.£ied testing. The 
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configurati.on of these systems will include re­
movable hard-drives in order to support mul­
tiple possible operating systems (e.g. Linux and 
Windows) and transfer of pre-loaded software 
into classified environments. If algorithm de­
velopers' !;olutions include hardware, their sys­
tems will connect to the Evaluation Framework 
servers through a LAN connection. 

SAle has a wide variety of SeII"; spaces avail­
able for use in RATS evaluations. We have spe­
cificaUy identified our own classified laborarory 
facility at the 4001 North hirfax Drive, Ar­
lington VA (CAGE Code OPSGO) as the pre­
ferred location for RATS due to its proximity to 
DARl)A, our familiarity with the securit}' proto­
cols and procedures, and (he ,wailability of S(o­

rage space for RATS equipment and data . 1 low­
ever, in case of difficulties establishing a Co­
Utilization Agreemenr (eUA) with the current 
certifying authority for this SCIF (Air Force Re­
search Laboratory), SAl( has identified multiple 
pmential backup sites. Further details on our 
sccurity approach arc described in our draft se­
curity plan in Appendix B. 
2.4.2 D at a 

Equally critical to evaluation methodology is 
the proper treannent and handling of data. 
SAlC will work closely with thc Data Collection 
team to assure that coUection and annotation 
protocols support planned research and evalua­
tion goals while maximizing the operational re­
levance of RATS technical progress. 
:3.4.2.' Sa'lhlrio-dlit!t'1I U'fIltldtiOIl d(J~!',n 

SAIC believes the most effective way to focus 
evaluation is to develop a set of operationally 
relevant scenarios based on notional concepts 
of operations (CONOPS), using these scenarios 
as the basis for the selection of evaluation 

I ~~:'e intercept 

perfonnance tasks, and subsequent analysis. 
SAle will develop several scenarios at the start 
of Phase 1, drawing on a broad set of experts 
with experience in the operational use of speech 
analysis technology within DOD and the lC 
from across the company. The completed sce­
narios will be presented to DAR.PA, and based 
on their recommendation scenarios will be se­
lected for usc. 

SA I C will work closely with the Data Collec­
tion team during their design process to com­
municate these primary scenarios and encourage 
them to tailor the collection design to emphas­
ize the scenarios. One potential issue is that it 
may nOt be possible for the Data Collection 
team to coUect aU data in a manner consistenr 
with the scenarios. In this case, SAIC will rec­
ommend that the test data of the test/ training 
partition include sufficient relevant data to sup­
port scenario-based testing and analysis. SAIC 
will further recommend that a subset of the 
training data with similar characteristics to the 
test partition be created and labeled for the al­
gorithm developers, allowing them the oppor­
tunity to learn specific and interesting characte­
ristics of (he scenario-based data while using the 
remainder of the training data for overall task 
learning and as background material. 

Figute 2.4-3 illustrates potential operationally 
relevant scenarios and some of the considera­
tions for data collection related to their use. 
2.4.2.2 DaM Pal1i1iollil(~ 

The Evaluation Team proposes that it work 
closely with the Technical Area 2 team to cha­
racterize all of the data produced and ensure 
that [he training data characterization is similar to 
the evaluation data. 1his should allow for coo­

1-2/ 2- 4 

Interference, i 
voice, background noise 

du<in. devel-

Radio intercept 

Covert micmphone 

Interference, variable signal, background 
voice, background noise (including vehicle) 

Half duplex, analog Variable, short 11-2/1 - 6 Interference, variable signal, background I 
voice, background noise (including vehicle) 

Simple.. Variable, long 1-6/2-20 Varying distance from recording • 
. ' .. I ~ . .. background voice, background noise 

broadcast monn~pI~, analog Regular 1/1 Interfereoce, interruptions ___ ~ 
Figure 2.4-3. Potential Operationalty·Relevant Scenarios 

Technical Approal::h 2.4-6 
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opment by the Tcchnica1 Area 1 tcarns and dur­
ing independent eva1uation by the T echnicaJ 
Area 3 team. This cha~clerization will include 
but is not limited to the dimensions outlined in 
section 2. 4. 1.2. 'lh e Evaluation Team will use 
this characterization of the audio to create eyal­
uation audio files that have certain characttrisncs 
to support the factorial experimental design. TItis 
process will allow the E\'aluation Team to pro­
vide a comprehensive set of perfonnance and the 
analysis o f variance testing on the Technical Area 
1 systems and provide DARPA with criteria for 
decision making at the cnd of eaeh phase. 

SAle proposes that the Technical Area 2 
team isolate a set of data that Technical Area 1 
team will not have access prior to Phase 2 e\'al­
uation. In addition (0 the planned t OO/I) of data 
for evaluation, this data will include all data 
from one of the 15 languages, all data from 
small set of speakers, and a set o f keywords not 
provided (or training to the Technical Area 1 
teams. This will allow the Evaluation Team to 
conduct measurement on the time and skills 
needed fo.r independcnt analysts to train Tech­
nical _Area 1 algorithms in language, speaker and 
key words. This experience will also enable the 
Evaluacion Team to conduct rehearsals for the 
evaluation of the classified audio whcre it is an­
ticipated no ne of the speakers and key words 
will be previously available to the Technical 
Area 1 or ' l'cchnical Area 2 teams. 
2.,/.2,3 ./lllllfi"'Ij'!g CIlI.JJ!/icd DaM Com-i.flflll!y wit/; 

() IIdLlSJ[lied D(II" 
A cricicaJ aspect o f successful classified cvalu­

ation is the availability of classified data that is 
annotated in a manner consistent with that of 
the unclassified data used for algorithm devel­
opment. Without such consistent annotation, it 
will be impossible to generate evaluation results 
that can e ffectively demonstrate and measure 
the capabilicies of RAT'S technologies. 

SAIC has identified trained, cleared linguists 
available to annotate the classified data sets. To 
achieve consistency with the unclassified data, 
SATe proposes to have these linguists perform 
lim.ited an:notation of unclassified data using the 
tools and p rocesses of the Technical Area 2 pc.r­
fanner. SAle recommends limited testing of in-

Technical ApproaCh 

ter-rater consistency of our annotators with those 
of the Technical Area 2 perfonnc.r to identify any 
potential biases or other issucs with their anoota· 
no ns. After producing limited amounts of unclas· 
sified training data, SAle's annmators will work 
in our classified facilities to annotate the classified 
dara in preparation for Phase 2 and 3 evaluations. 
2.4.3 EvaJul::Ition Fram~'Mk 

The Evaluation l":ramework was initially de­
veloped under the DARPA Machine Reading 
program. SATe proposes to re-use the code 
base already developed as the core of the RATS 
Evaluation Framework. The framework pro­
vides basic capabilities common to many evalu­
ation tasks such as serving test data, scoring, re­
cording results and generating reports. On top 
of the core services, RATS specific components 
such as a custom scoring engine, appropriate 
GUTs and reporting will be built, 

The framework has a component based 
architecture whieh supportS development of 
customized data retrieval and scoring engine 
modules. For RATS the scoring engine will be 
modified to score results using the relevant 
metries by comparing system output to ground 
truth and the data retrieval modules will be 
eusromized to serve the audio samples for each 
tc." t. The Visualization component will be used 
by evaluators to aid analysis and reporting and 
by researchers during the training phase to 
gauge system progress. 
2.4.3.1 Crm.:rpl q/OperafiollJ jill' (II! EtlallltJliQfl 

Evaluations will occur using the RATS evalu­
arion platform. The evaluation platform is a 
SOA solution providing test data sets, scoring, 
metric calculation, results logging and visualiza· 
tion as detailed in figure 2.4.3.1·1-

'[be RATS Evaluation Framework exposes 
several interfaces with which RATS systems will 
be required to interact during the evaluation, jn­
c1uding audio sample retrieval and metric scor­
ing. Al) interfaces are available over both SOAP 
and REST protocols to allow the widest possi­
ble range o f clients to connect and make use of 
the framework. XML Schemas defining request 
and response formats will be provided early in 
the firS[ phase to allow system developers amplc 
time to integrate with the framework. 
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Evaluation begins with the system under test 
(SUI) making connection with the evaluation 
platform via an HTTP request to retrieve a test 
plan. The evaluation platform will reply with a 
set of URh used to retrieve audio sample files 
for that t~s t along with speaker sets for STD and 
a set of keywords for KWS. 

The S UT will process the samples included in 
the test manifest, generating a result matrix for 
each task which it will submit to the scoring en­
gine. A scoring report will be generated and re­
turned to the SUT. 

Once scoring is complete a results log is gen­
erated and stored in a database o f results. The 
visualizatio n component u.<;es the results log to 
provide a G UI (figure 2.4.3.1.2) for navigating 
a system's performance over an audio sample. 
The GUI allows ally user running the platform, 
evaluator or researcher, to view performance 
over arbitJ:ary segments of the test sample in­
cluding all metrics and a graphical reprcsenta­
tion of p ...... and Pr• over each speech event. 
1 .4.3.2 Era/llatio1l /7mlH0Il/Jrk An·bi!(clmy 

The evaluation system components interact 
with each o ther and the syS[em under test (SUl) 
to e.""'{ecute, record, and score evaluations of un­
classified or classified audio data (figure 2.4.3.2.2). 

Eru/J/(/ti(}If .~)'.rtrJII GlJJ. When results are pro­
vided by the system under (cst, the Progress 
Display funetionaliry wiU show the audio being 
processed, the results of the algorithm processing, 
ground tnlth value and incremental scoring. 

Ground Truth 

SADMelnc 

LID Metric 

SID Metnc 

log Results KWSMebic 

' (h e Results Display functionality provides an 
interface for repom summarizing scoring of 
algorithm resul ts across multiple tests, types o f 
tests, algorithm [earn, and historical results. 

Audio File Scm-r. Control of (cst executioll is 
managed tbrough this component, in response to 
requests from the system under test. Data will be 
supplied to system under tc."t as URIs to the fil es 
containing the samples in the test. Files supplied 
for test will be in the samc format as those 
supplied as training data at the beginning of the 
phase. This component responds to requests 
from the system under test to control test execu­
cion, for example, requests for the next test to be 
initiated. O nce the system has processed all data 
in the tesc it can then send its complete result set 
to the scoring engine for processing. 

J,vnng i!J{fI,illt. The scoring engine is activated 
by a call from the system under tes t when it has 
completed processing the samples provided by 
the audio me server. The SUT will send with 
the request a matrix for each [cst metric with re­
sults by segment, along with time stamps indi­
cating start and end of processing time. This will 
support testing of latency requirements described 
within the FAQs for RATS. The engine will cal­
culate the result!; of each metric over the sample 
set by comparing system results to annotated 
ground truth, then save results into a database 
which is used by the progress display GUl. 

Dat,; Prrp..IFclfiOIl. SAfe will develop several tools 
for processing the data sets supplied by the Data 

2.4-8 
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Test Sampl. 

Sub-Sample 

AMcltation 

Segments (3s) 

Machine Output 

Evaluation R .. ult 

SADp 

PM. 
p. 
TE 

11114 
3114 
4116 
0.2308 

o False A1aml 
• Missed Segmenl 

Note: Trend line represents total error 

Figure 2 .... 3.1-2. Progres.~.DTii ;;ii~;;SAD~~iic The Test Sample window along the top is used to select the portion of the 
sample to be Note that all metn'cs can be selected by a user for display on a similar GUI 
~~ 

, _ RATS Evaluation Platfonn 

EvaluaUon Framework/Server 

AI!~orithm and Test Plan Selection Progress Display (Waveform) Results Display (Scoring) 

Web Services for 
RequesllOelivery 

of Audio 10 Process 

Figure 2.4.3.2·2. RATS Evaluation Frameworic: System 

• Updated performance 
over entire lest 

• Statistical measures of 
.... ariance and confideoce 

Results to Score 
by Audio Segment 

team. These include Test Plan Generation [ools to and for determining and building a database of the 
simplify preparation of evaluation test plans and characteristics of the datascts. 
relevant sample sets, audio file conversion tools ::.4'}'.J C ompo!!!'IJI Dt:IJe/opnJl'lJI Plali 

for preparation of the data for ingestion by the SAIC brings an existing evaluation framework 
system under test, and ground truth extraction code base to RATS Evaluation system devcl-
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opmem representing approximately 55% of the 
capability needed to support the program (fig­
u re 2.4.3.3-1). This framework already supports 
a highly auwmated. loosely coupled, sernccs­
based model for providing e"aluation data to a 
set of heterogeneous systems under tesL We plan 
to extend this framework to handle large audio 
darn sets, score the results of speech processing" 

., . 
RATS Services 

Audio File Server 

Scoring Engine 

• 

Key:. HATS Custom Componenl- To Be Developed 

45-60% Complete - Requires Cuslomizalion 

100% Complete ,,~.s." 

Framewor1c: 

These components will interact to allow the 
evaluation user to select a teS( scenario and test 
data set, execute the test, observc progress dur­
ing execution, and then report trends and com­
parisons between algorithms. Required to sup­
POrt these capabilities is integration with third­
parry code libraries developed for the various 
audio file repttsentation formats that may be 
needed by the speech processing algorithms. 

The first components to be extended 'will be 
the Test Plan Selection GUT and the Audio File 
Server. The Audio File Server is anticipated to 
be required to support audio header and data 
flle processing supporting functions as de­
scribed in figure 2.4.3.3-2. 

Next will be implementation of the interface 
for the SUTs to repo n results to the evaluation 
system. These results will be scored on an on­
going basis by thc Scoring Engi nc and displayed 
by the GUT as the Progress Display. Results will 
be stored and maintained in a database by the 
Evaluation system both during and after test 
plan execution, to allow for in terruptions and 
restart of tests by the SUTs. This capability to 
stop and restart test execution from intcnncdiate 
steps is made neccssary by the quantiry of audio 
data necded to provide statistically signi6cant 
scoring results, and by tbe necessarily limited 
evaluation timefrnme at dle end of each phase. 
The final results will be accessible through a Re­
sults Display, a tabular presentation comparing 
:tlgorithm performance against prior evaluations, 
or against other algorithm result. 

Compression I Decompression 
Formats including NIST SPHERE with seH-describing fi le header specifying number of samples, the 
sampling rate, the number of channels, and the kind of sample encoding, as well as whether the speech 
data are·"",np,.,,<>dor '10' 

W' 

I 
Manipulate 
remove the header, I , etc). 
Single or dual channel, • any sampling rate. Options for conlroWng output 
include corlVeffiion of mu-law data to PCM, selecting one channel from a tv.o-dlannet input file. 

Sample Provide alternative file formats (AU, AtFF, and more) and dlanges in sampling rate. etc. 
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2.5 Comparison with Current Tcchnolobry 
The RATS program intends to advance the 

stare of the art in speech analysis technology in 
{hrec distinct areas: performance in noisy envi­
ronments, individual performance levcls for 
detection, language and speaker identification, 
and keywo:rd detection, and overall end-to-end 
system performance. Achieving the RATS BAA 
performance metries will represent a significant 
advancement in the state of the art for each of 
these technologies, particularly within a noisy 
environment. The resulting high performance, 
end-to-end system would allow DARPA's cus­
tomers to seriously consider utilization of 
speech analysis technology for tipping and cue­
ing in intelligence analysis. I f that performance 
can be exp ressed within the language of r..1:OEs 
relevant ro the operational community for the 
ILl\. TS program can have a significant impact on 
the overall effectiveness of many collection and 
analysis efforts. 

The evaluation approach proposed by SAIC 
builds o n previous evaluations in Speech 
Derection. RATS Technologies (SAD, LID, 
SID and KWS) have been e\raluated in various 
forms for the past 50 years. Some of the earliest 
advancements in voice activiry compression and 
voice activity detection occurred in telephony 
and was spearheaded by Bell L'lbsl

. Evaluation 
of these technologies in the US continued at 
Texas Instruments ( fT) in 1981 and since 1984 
have been spearheaded by N IST 2 in its Rich 
Transcription-1 (RT) Speech Activity Detection~ 
(SAD) series, Language Recognition EvaluationS 
(LRE) series, Speaker Recognition Evaluation' 
(SRE) seri es and Spoken Term Recognitioo7 
(STR) series . The Computer Sciences Labo ra­
tory for Mechanics and Engineering Sciences8 

(LIMSI) in its project CHIL - "Computers in 
the lluma_n Interaction Loop" has included 
both SAD and SID technologies in its CLEAR 
06 and 07 \Vorkshops. 

N ISTs Rich Transcription (RI) evaluatioo 
series promotes and gauges advances in the 
state-of-rh!!-att in several automatic speech rec­
ognition lechnologies including SAD. N lST 
began wor.king in the area o f AUlomatic Speech 
Recognition (ASR) in 1984, before DARPA's 

Comparison with C:urrent Technology 

Speech Recognition progtam, witb the devel­
opment of quantitative measures of perfor­
mance for ASR. NTST published irs first 
benchmark tests in the Proceedings of the 
Speech Recognition Workshop sponsored by 
D ARPA in February 1986. In 2003, NIST 
implemenred the first tesN; in the D ARPA 
Effective, Affordable, and Reusable Speech-to­
text (EARS) Program. The goaJ of this DARPA 
Program is " Rich Transcription" ~ providing 
nor just a text stream, but a rich transcript that · 
includes metadata . as the output of an ASR 
system. The focus of the EARS efforts are on 
both Broadcast News and Conversational Tele­
phone-based Speech (CTS), for English, 
Chinese, and Arabic 

The latesl SAD efforts at NIST was con­
ducted in 2005 and 2006 Spring Meering Rec­
ognition efforts. The evaluation techniques for 
SAD in thi s most recent series include the same 
perfonnance measures as defined the RATS 
BAA as well as detection COSt functions defined 
as a weighted sum o f the False Alarm and 
Missed probabilities . "{be merhod for analysis 
has been predominantly through ROC curves 
and DET curves. The CI ITT , efforts in SAD 
were largely in support of thc NlST RT effort 
and used the same evaluation metries as NIST 
as well as l\1ismatch Rate (rvm), Speech Detec­
tion Error Ratc (SDER), and Non-Speech 
Detection Error Rate (NDER). Audio Seg­
mentation for SAD has been addressed diffe­
rently over the years but most recently appears 
to be in the sub second level of granularity and 
consistent wi th the segmentation proposed in 
the RATS BAA. The metries and segmentation 
in this proposal are consistent with rhe NIST 
past SAD evaluation efforts but build and 
extend those efforts to emphasize measure­
mcnts of interest to potential operational users. 
The proposed experiment design will provide 
DARPA with a bettcT understanding of the 
interaction effects which may exist between 
gender, type of noise and level of noise in 
detecting speech activity. 

NTST's Language Recognition Evaluation 
(LRE) series was established ro baseline the per­
formance capability o f language recognition of 

2.5·1 

epic.org 14-10-09-DARPA-FOIA-20150527-Production-SAIC 000067



Science • . pplicalions Intern at ional <.}. .. rporat i on 

convcrsational telephone speech. It started in 
1996 and has been ongoing to the present 
starting in 2003. The NIST LRE task is defined 
as given a segment of speech and a language of 
in terest to be detected (i.e., a larget language), to 

decide whether that target language was in fact 
spoken in dIe given segment (yes or no), based 
on an automated analysis of the dam contained 
in the segment. This is essentially the same task 
as outlined in the LID portio n of BAA. The lat­
est evaluation metOcs in LRE arc the same as 
outlined in the RATS BAA and they include 
detection cost functions defined as a weighted 
sum of the False Alaml and Missed probabilities 
for LID. The predominant analysis approach 
for LRE bas been both ROC and DET curves 
like SAD. Speech Segmentation has been 
addressed by looking at different durations of 
test conditions of 3, 10 and 30 seconds. Tbe 
metries aDd segmentation in this proposal are 
consistent with the NIST efforts in LID as well 
as providing DARPA with a look at the interac­
tions bet\veen the dimensions of interest. 'lbe 
proposed evaluation framework in [his proposal 
allows the £lexibiliry of building paired language, 
open set, and closed set testing of LID based on 
operationally relevant scenarios using the seg­
ments produced fo r RATS. 

SID has been addressed by N TST in its' 
Speaker Recognition Evaluation (SRE) series, 
which was started in 1997 and has run conti­
nuously since. The goal of the SRE series is to 
contribute to the direction of research efforts 
and the calibration of technical capabili ties o f 

work, allowing for realistic operational 
simulations. 

KWS is addressed by NTST in its' 2006 Spo~ 

ken 'I'cnn Detection (SID) project. This project 
is an open evaluation series of technologies that 
search vast, heterogeneous audio archives for 
occurrences of spoken tenns in three languages: 
Arabic, English, and Mandarin. The evaluation 
used three different audio sourccs: Conversa­
tional Telephone Speech, Broadcast News and 
Conference Room Meetings. 

I n this evaluation, basic detection of perfor­
mance was characte.rized usi ng detection error 
tradeoff (DEI) curves of miss probability (P 
~I.) versus false alann probability (PF..J- In this 
evaluation plan, they provided a unique defini­
tion of trials as a function of the amount of 
speech in [he audio file . As in the other tech­
nologies, NTS'l' defined two overall system 
detection performance metrics (Occurrence and 
Term) as a cost function of the False Alarm and 
Missed probabilities. These cost functions were 
used to discriminate the performance for spu­
rious detection and term specific performance. 
This proposal provides consistent mettles with 
prior work as well as diagnostic analysis of the 
experiment design for improved perfonnance. 
S~A,tC's experiencc with both the Intelligence 

Community and DOD customers will allow us 
to estimate Measures of Effectiveness that will 
be vital for future ttansition opportunities and 
the overall success of the RATS program. 

text independent speaker recognition. In the--,CG-,c.c~-",,--'-."-_-.. -C.Cr.C •. C~C~-,-•. -__ -. -h fCWIV''''''''' n.m"'So:hrnorr in", 

2010 Evaluation plan for SRE, NTST defines ~".,,, ... ~.lloE~ Spoc'''',".V'''' 18,t/').pp.zt,.~2,S<yt,. 1 981 . 

the performance metrics in a manner similar to D.S. I'a11<n . .. Pcnurm.raA,. ... rnc:".of Au."""'''cSp<<<hR''''''K''''' ...... 
Jw<>Dl "fR.,.,..",h ofrhc 1'1.,.,..... llur .. u of SIIndJ.n.I " V<>I. ~'. #5. St'?', _ (x,. 

the RATS BAA and also includes tbe detection !(J~S. , 
cost function sirnllar ro the one defined for N ... oul l"'''IU!.of S .. ndJ..u,.~T~. NISTRo<:h1'Dt\!C...,..,.. 
SAD and L[D. 'Ine CHIL efforts in SID were ~' ..... '''''' •. \'''W.''"'. http;'' ... " ..... ,d''''LJIOY/ ...J/ m'''''"IS/''1 

N"..".,.ll ... "tu"".fS •• .wJo.nh.oo ·r""h",*1fO'. NIST L>.oguag< R.:C'>r""'" 
largely in suppOrt of tbe NIST RT effore and Evalu. !o<)<>" " ... ~v;'. ,, ... h'<p'/I ....... , . "I.,,;..J:O"/...J/m'iV/t<''''/l~/ 
used the same evaluation memcs as NIS' l' as 5 N .. ;."" llo";fUt~"fS .. o>d.td!.ooT«;h",,I."lj(y.N IS'l' Sp<. kC<J(c"<,'!:"'."'" 

well as Mismatch Rate (MR), Speech Deleccion ~nlutt ...... , \\O,\'W." ... h,<p.// .......... _"I."""-I:."'/ IId/""gI ...... /_ / 

E R (SDER) d N 5 ch D ' N""""I I"_nlSt""'"tds .ncl TccltnoIo-'I!J.NlliTSpnk,,,~ 
~ rror ate , an on- pee etectlon E.-a/u.:t..,..., \t'\lW-.:. h''f''' ' ........... o.d._Cf'} .. / 'd/ rn.,; ..... / .f'C/ 

Error Rate (NDER). The SAIC approach -N • .....w fn .. '''''.ofSund>n.I, .ndT«h~.NlsrSpokT..",~,,''''' 
", ... 1'"01.''''' \'1'\\,,,"' ""'. h,tp://ww" _~l.ru,t.JIOY /drJ/m>gI / ", ... /. <4/ 

investigarcs the interactions between dIe dimen- 8 
I " bon""I'td·lnru.-m.,"l"" 1'0'" l" Mcc.niqu ... <l Ie. s.:",,,«. de I' lnl.";" <:"<' 

sions as well the mi. .... and matching of various SpokmI"n~p""", ... ;''lt G",,'I'. \\'WW"«. 

speakers supported by the evaluation frame- blip"" ...... hma fr fR,.cbmbd [[ [' tbl"cltIh q;' h",vl!'!- <",aka 
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2.6 Statement of Work 
The goal of RATS Technical Area 3 is to con­

struC( an evaluation framcwork to measurc the 
performan<:e of the algorithms devcloped in 
Technical Area 1 against DARPA-dcfined 
metric:;. 

SAT C will leverage our existing DARl) A 
Machine Reading Program evaluation frame­
work and materials [Q provide a high quali£y, 
efficient solution that supports research 
progress and fair, comprehensive, accurate eval­
uation. The SAIC evaluation team will work 
collaborativcly with the Technical Area 1 and 2 
teams to define a research environment and 
develop the evaluation framework to facilitate 
the indcpendent execution of evaluations. Our 
intcgrated approach with the Technical Area 2 
data collection task assurcs smooth integration 
of data sources into evaluation frame­
work/execution. 

The program statement of work is organi7.cd 
into three p hases, with Phase t as the base task 
and Phases 2 and 3 as options. The SA.le Eval­
uation Team will design and apply an evaluation 
process that measures the progress of the Tech­
nical Area 1 Development Teams during each 
phase of (he program. 

Scope 

This statement of work lists the tasks identi­
fied for the Evaluation Team in Phase 1, with 
tasks for Option Phases 2 and 3, where appro­
priate. We further describe the implementation 
of these tas ks in the Technical Approach (Sec­
tion 2.4), and the Work Breakdown Structure 
(WBS) witb milestones and duration of these 
tasks in St!ction 2.8. We describe management 
tasks in the Project Management and Interac­
tion Plan (Section 2.10). 

SAle is the primary organization responsible 
for each task defined for Technical Area 3, 
Evaluation. Our consultant, Dr. Paul Cohen, is 
a subject matter expert on the design and 
execution of evaluations and will provide an 
independent peer review on the evaluation 
activities described herein. 

During each phase, SAlC provides the algo­
rithm developers with the evaluation frame­
work. 'Irus approach allows the developers 
and/ or SAIC to supporr informal test runs to 
identify progress and issues duting the algo­
ri thm development stage and allows the SATe 
evaluation team to refine evaluation methodol­
ogy and metrics. 

At the conclusion of each phase, SAle will 
perform evaluation of each Technical Area 1 
system using a data set that has been seques­
tered from Technical Area 1 teams. The evalua· 
tion methods will be the same in each phase, 
scenario-focused data supplied by the Technical 
Area 2 Team to represent real-world operational 
scenarios. SAl e will develop several potential 
:;cenarios at the start of Phase 1 and work with 
DARPA to determine the final set for use in the 
evaluation activities. As described in Section 2.4, 
we propose a flexible approach that will adapt 
the Phase 1 evaluation to the progress achieved 
by algorithm designers. 

During Phase 1, we anticipate initial delivery 
of data from the Technical Area 2 performer 
during month 6 and drops at regular intervals 
until the final evalua tion period commences. In 
addition, starting at the end of Phase 2, the 
SAIC Evaluation Team will perfonTI secondary 
evaluations using classified " real world" data 
provided as Gove.rnmem Furnished Informa­
tion (GFl). The proposed SA le personnel and 
f.'lcilities are cleared to the SCI level. Our exten­
sive Intelligence Commuruty (IC) / Classificd 
experience assures relevance and assists 
DARPA with providing access to required 
facilities and personnel to conduct evaluations. 

Z.<d D(;"vclop E\'al1l:1tiol1 Specification 
D()('lUOCTlt 

1be development of [he Evaluation Specifi­
cation Document is defined below. Figure 
2.6-1 identifies the task by \VBS reference 1.1.1 , 
the dependencies and exit criteria and definition 
of task dcliverables. 

( )!il"dill~. T o define the evaluation environ­
ment including processes and procedures and 
assure test in tegrity, fidelity , ami interopcrability. 
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! I I e", Cri',", I Task Depends (product. event, 
ask _ I Duration On _ ___ milestone) _______ _ Deliverable _ 

6 Months Contract 
award 

Initial draft. reviews and 
updates as required. 

Draft Evaluation Specification Document 
Final Evaluation Specification Document 

I 

Figure 2.6·1. Develop Evaluation SpeCification Document 

W'mw.J<. The Evaluation Team will consult 
with the ·technical Area 1 and 2 Teams as it 
develops the Evaluation Specification Docu­
ment. Specifics of the implementation of each 
evaluation will be defined including data, tasks, 
tcst protocols, and metrology. The specification 
document includes the evaluation methodology 
and identifies the data and graphical presenta­
tion fonna t to be used to measure and display 
algorithmic performance and interface stan­
dards. SAl e will publish initial specifications 
and planning products for comment and review 
by the Technical Area 1 and 2 Teams with fi nal 
review and approval of the Evaluation Specifi­
cation Document from the DARPA PM. We 
will refine and publish the specification and 
metrics, as necessary. For Phases 2 and 3, we 
will updatt"., review, and publish the Evaluation 
Specification Document to reflect the goals for 
the specific phase, revised metrics and lessons 
learned from previous phases. 

HnJ(liJ ,?( S/J1Cr 1f'/'Ilhi<A Collaboration with 
the Technical Area 1 and 2 Teams and timely 
publication and updates will assure system inte­
roperability in the final test environment. 

n~filllti(JIJ '!i'LI''- Dtli!'tl<lhJ<'.i. Evaluation Speci­
fication Document 

The evaluation specification document will 
describe the data, tasks, rest protocols, metrol­
ogy and interface requirements associated with 
evaluations. The document will include a 
description of the data and graphical presenta­
tion fonna.t to be used to measure and display 
algoridunic performance. 

2.6.2 DevelOp Evalll~llion Framework 
The Evruuarion Framework development 

activity includes design and development of the 
evaluation framework and dcvclopmem of 

Statement of Work 

customi:r.ed interfaces as described in Section 
2.4.1. Figure 2.6-2 identifies (he task by \X1I3S 
reference 1.2. the dependencies and exit criteria 
and definition of task deliverables. 

(J1!i~,11lY'. Provide a flexible evaluation 
framework. 

I}lPrtM:j,. SAle will work closely with the 
algorithm deve10pers to deve10p an evaluation 
framework that supports algorithm developers 
in evaluating their own research progress, 
allowing efficient utilization of our code base 
across all program performers and minimizing 
the risk of integration challenges at end of phase 
evaluations. The evaluation framework is deli­
vered at Month 6 to support development 
activities and can be refined to accommodate 
unique interfaces and changes up through 
month 11 of Phase 1. Additional capabilities 
and features can be added in Option Phases 2 
and 3 as required. 

SAle will deve)op an evaluation framework, 
consulting \,,;th rhe Tcchnical Areas 1 and 2 as 
we enhance the framework to accommodate 
additional languages and capabilities anticipated 
in Phases 2 and 3. We will refine the Evaluation 
Specification Document, as necessary, to final ­
i:r.c the description of the evaluation framework. 
For Phases 2 and 3, we will update, review, and 
publish the l2valuacion Specification Document 
monthly to reflect changes as required. 

Ilrn'Ji'I!! S .. UCr 'P/im,,.JJ. The proposed eval­
uation framework can be leveraged to support 
research development and determine progress 
throughout all phases of the program and faci­
litate a realistic final evaluation conducted over 
the largest possible set of evaluation data. 

T)~;i!liti,," <IF T.IJi: J)di!~r.lN('.,. Evaluation 
Framework (Version Release # ). 

2.5-2 
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Task Exit Cntena 
Task DuratIon Depends On (product, event, milestone) Deliverable 

1.2.1 Design Evaluation 2 Months j Decomposotion of BAA Design Baseline complete 
FmmeworX ReqUIrements and CoI-

labofatlon with Tech-
nica� Area T earns 

1.2.2. Develop and Deliver 4 Moolhs Framewor1< Design Framework available for 
1.2.3 Evaluation Framewor1o:: Development Teams 

FrameworX 
1.2.4 Customize FrameworX Customize d interfaces [ 1 Month 1 Req";rement to Version 

Interfaces accommodate uniQUe (Release #) 
• ____ 0 ____ sys~m interfac:es .. 

1.2.5 Re:fine Framework to 1 Month New Requirements Framework revision 
acoommodate required identified by the davel-
changes requested by opment leam 
developers in Technical 
Neal 

1.2.6 Configure Phase 1 Test 3 Days Configure lab environ- Test bed configured Configuration 
be<! men! to facilitate testing Drawing 

included in 
Evaluation 

Figure 2.602. Develop Evaluation Framework 

2.6.3 Eva.iuanon Test Dcsi!,,'11 
Evaluation Test Design activities includc 

development of scenarios for dara collection, 
collaboration with the Data Collection Team to 
plan and review data collection requirements; 
characterization and partition of test data and 
fonnal evaluation data. TIlls approach ensures 
that data collection and data partitioning are 
aligned with program goals and planned evalua­
tion protocols. Figure 2.6-3 identifies the task 
by was reference 1.3, the dependencies and 
ex.it cri teria and definition of task deliverables. 

2.6.3.1 Develop Scf't/aJioJ" 
Objl'diw. Establish a context fo r data 

coUection. 

i/;paJa,!,. SATe will develop a set of potential 
scenarios at the stan o f Phase 1, drawing on a 
broad set of experts with experience in the 
operational use o f speech analysis technology 
within DOD and the TC from across the com­
pany. The draft scenarios will be presented to 
DARPA, and based on [heir recommendation 
primary scenarios will be fin.alized for use in the 
evaluations. 

Statement of Work 
Sourte SeiedmInlorm;IIJOn See fAR2101 and ~11)\ 

HO!if/t n/r ... LTC:' JPl'n,'],iJ. SAlC wiU utilize its 
experience and knowledge of likely operational 
scenarios motivating the RATS performance 
tasks to focus evaluation on problems o f likely 
interest and to suppon DARPA in transitioning 
RATS technologies to operational users 

J)r/lui/ilm ~'i -, !l.'.{~ Dda'(rd/llrJ. The final set of 
selected scenarios will be included in the Evalu­
ation Specification Document. 

:!.6 . .J.2 Co/I,/borate with Data Collertion T{!<Wl 
! 1i"11f 1.3.2. 1.3.37 

Obi!".-,'i!.\'. Establish the requiremcms for data 
de\iverables 

/ll'pmcd,. A Data Collcccion Planning meeting 
and periodic reviews will be held with the Data 
Collection Team to esrablish the requirements 
for data deliverables. 

H''lirji! oJ r · L1( j- AppmarlJ. Establishing the 
collection and tagging specifications early i.n the 
program will assure that end of phase evaluation 
and Phase 2 and 3 classified evaluations arc effi­
cient and effective. An initial data drop and 
periodic deliveries will facilitate our ability to 

measure progress and refine tbe tes t specifica­
non and environment. 

2.6-3 
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Co'laborate with 
Data Collection 
Te:w 

SpecifIcations. Opera· 
I <?Perational Scenarios 

Conection Requirements 

! Test Arti· 
facts (Final 
Report) 

Meetings, 1 day I tional Scenarios 

1.3.4, 
1.3.5 Characterize Data. 8 month period data (incremental deli· evaluation data. Data 

Receive droPs, ::alS over aJ Receipt of annotated Test data segmented from 

Partition Test and at Month velias starting in characterized. 
1 __ ~~~~~-1~~~ ~~6 __ ~ ________ ~ ____ ~ 

Figure 2,6·3. Spilt Test and Evaluation Data 

J)~PlIl!j(JfI of IUj /': ddi' '!lrdh/I".;: '!be schedule and 
requirements for the Data Deliverables will be 
included In the Evaluation Specification 
Document. 

2.6.3. 3 /Jm1ilion Tt.rl mit/ n",Jiualion DaM 
The Partition Test and Evaluation Data activ­

ity includes receipt and verification of data and 
partition of test data and formal evaluation da ta. 

U/;i;·diH'. Ensure that the partition of data 
between training and test sets supports scena­
rio-based evaluation while being nomtalized 
across important dimensions. 

/It/)fWld' SAlC 'will work closd y with the 
Data Collc-crion team, ensuring that the division 
of data between training and test sets is norma­
lized across important dimensions while 
sequestering limited data on certain dimensions 
(speakers. keywords) to supports evaluation of 
the trainability of research algorithms. 

Hrli!:JiI !fJ' j"/1 I( ' :,- 1/'I'1"',;u,)I. This approach 
ensures tha t data collection and data partition­
ing are aligned with program goals and planned 
evaluation protocols. 

Drt!lIIli,,/I of Imk d.:iiINrtJf,}tJ. All data artifacts 
used in tbe evaluations will be submitted with 
T he Final Report 

2.6.4 Conduct Evahmtiuns 
Evaluacions are performed during each phase. 

Figure 2.6-4 identifies the Phase 1 tasks by 
\'{'13S reference 1.4, the dependencies and exit 
criteria and definition of task delivccables. 
F igure 2.6-5 identifies the additional tasks 

Statement of Work 

necessary to conduct Classified Evaluations In 

Option Phases 2 and 3. 

:!.6.--1.1 t>rrjimn (U"d(wij;l'(/) Ef'tJlllaliJ}11 
n~i,·dlt~>. To assess progress, analyze 

mance and draw conclusions 
recommendations. 

perfor­
and 

//ttroa,h, SATe will perform a final evaluation 
on each Technical Area 1 System at the end of 
each phase. ' lhe final version of an integrated 
system is delivered to the SAle evaluation team 
as GFI 6 weeks before the end of the phase but 
8 weeks is preferable to accommodate required 
training. The system will be baselined upon 
receipt "as delivered" through the Configura­
tion Management Process. The SAIC Evalua· 
tion Team will work directly with each Algo­
rithm D evelopment Team to perform integra­
tion and training prior to final evaluations as 
required. A prcl.im.inary delivery o f the sys tem 
will allow for training before the final system 
delivery is required. Tt is e.'tpected that the Algo­
rithm Developer Teams will assign resources to 
support the final training and integration activi­
ties. The SAIC Evaluation Team will evaluate 
the system in accordance with the methodology 
and technical framework documented in the 
Evaluation Specification Document and prepare 
a Final Evaluation Report at the completion of 
the test event. 

nm~!jt I}/.\" -1lC·'t lpf1l"fl{J/I. Training and com­
munication with the development team will 
promote a solid understanding of the algorithm 
befo re the evaluation tests are initiated. 

2.6-4 
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U.1 

1.4.1.1 
U.1.2 

1.4.1.3 

1.4.2 

1.4.2.1 

U.2.2 

1.4.2.3 

1.4.2.4 

1.4.2.5 
1.4.2.6 

1.4.2.7 
1.4.2.8 
1.4.2.9 

S cie n c e d pp l icat i ons Int e rnati o n a l 
, . 

t" " rp or allo n 

Task (product. event, I 
EXit Crrterla 

Task Duration Depends On mll~tone) Deliverable 

Perlorm Phase (n) 40 days Final Systems are required Final Evaluation 
( Undassmed) 6 'Neeks before end-of- Reports complete 
Evaluation phase. Reports are due 2 

weeks before erld of Phase. _. - ---_ .. _- -_ .. _- --- ---.----- "-- -----.. - . - -
Heceive preliminary arK! o Days Technical Area 1 systems Conrlguration Item 
final systems for delivered as GFI number assigned (eM 
training process) 
Integrate research algo- 15 days Receipt of GFI (Technical System ready to test 

Evaluation rithms ~Ih data and Team 1 Systems) 
Rep:lrts t·est framework, train 

~;ys~m ... " .. --_. -.- --- -
Evaluate Integrated 19 days Integration and training Test Complete 
Systems schedule 
Analyze Results and 6 days I ~ompletion of evaluation 1 Results documented 
Prepare Report 
Deliver Report(s) o days BAA Requirement (2 weeks Rep:lrt delivered 

phase) 

Figure 2.6-4. Conduct Evaluations 

EXit Criteria I 
(product, event, milestone) Deliverable 

Task 
Task Duration Depends On 

Perform Classified 
Evaluations (N/A for 
Phase 1) 
Perform Security 
Planning and 
Documentation 

Transition equipment 
from Low to High 

Perform Security Audit 

J\nnotate Data 

Train Systems I Execute tests 

Analyze results and 
prepare report 
Perform 

155 days 

I 
7 days 

3 days 

1 day 

1 month 

12 days 
18 days 

12 days 

1 day 

I Authorization to 
perform Classified 
Test 
Required Security 
documentation 
received from 
Tedmica! Area 1 
Teams 
Approved configu­
ration and receipt 
of classified data 
Government Secu­
rity Compliance 
Testing Complete 
GFI of Classified 
Data 

Receipt of systems 
Systems Ready, 
Data Ready 
Test Completion 

Test Completion 

Option Phases 2 and 3 Clas­
sified Evaluation Reports 
Complete 
Security Plan complete 

Classified Test Range 

Approval to conduct classified 
test 

Annotated Test Data 

Systems ready to Test 
Test Resutts 

Final Evaluation Report 

Sanitized lab 

Figure 2.6-5. Conduct Classified Evaluations (Option Phases 2 and 3) 

Classified 
Evaluation 
Report 
Security Plan 

NlA 

N/A 

Classified Test 
Rep:lrt fT est 
Artifacts 
NlA I Test Report 

Classified Test 
Report 
NlA 

I )'fillitlfw I!! 1;/J1:" Ddim,/M .i. Final Evaluation The Final Evaluation Report documents 
Report. 

Statement of Wooi 
Sru-ot ~ InIomIII iCl'I- see ~AR 2.1 01 and 1104 

progress, resules, conclusions and recommenda­
tions from lhe evaluation activities. System 

2.6-5 
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2.7 Intellectual Property 
In compliance with DFARS 252.227-7017 

Identification and Assertions of Use, Rdeasc, or 
Disclosure Restrictions a une 1995), SA rC pro­
vides the following technical data or so ftware 
rights assertions, including those of our pro­
posed subcontractors. 

Should any of rhese assertions change, SAle 
will infonn the Contracting O fficer and provide 
the jusrification for the restricted rights before 
delivering the software in question. 

2.7.1 Noncommercial Technical D.ua and 
Sofl'warc Rights 

During perfonnancc of this contract, SAle 
intends to modify its E\·aluanon Framework 
software that was developed previously under 
government contract fo r the DARPA Machine 
Reading program. I n accordance with the data 
rights clauses of that contract, the government 
has unlimited rights in the software. Please note 
that the software does contain commercial dlird 
parey code subject to various terms and condi­
tions, whieh are identified in figure 2.7-2 
below. 

Figure :~.7-1 indicales that noncommercial 
technical d ata with less than unlimited rights is 
not proposed for usc on this contract. In addi­
tion, SAl e hereby provides notification that any 
software created during the life of any resultant 
contract will be delivered with unlimited rights. 

Figure 2.7-1. Noncommercial Technical Data 

A rted R' ht Name 01 Person 
ss~ t 19 s Asserting Link to License Terms 

a egory Restriction 

Open·source 

Sun Java 1,6 Developed at license rights{SUN 
SUN Microsystems 

http://java.sun.com/java 
private expense Binary Gode sel6ljre-6u 14-Hcense.txt 

Ucense) 

HP Jena 2.e:,O Developed at Open-source 
Hewtett Packard 

http://jeoa,sourcelorge, 
private expense j 'icense rights ) ne~<ense,hlml 

ARQ Developed at Open·source I Hewlett Packard 
httpJfjena,SQurceforge. 

private expense license rights netlAROIIicense.html 

Developed at I Open·source 
http://source.icu-

ICU 3.4 IBM project.orglreposlicu/icu private expense license rights Itrunkllicense.html 

IRI I Developed at I Open-source 1 Hewlett Packard 
I httpJfjena.sourceforge. 

private expense license rights netlirillicense,html 

xen::eslmpl .jear Developed at Open-source Apache Foundation http://WWN.apache.orgJIi 
private expense license rights censes/LlCENSE-2.0 

Xml-apis,jar I Developed at I Open·source Apache Foundation I http:/tw.vw.apache.orgni j 
jX'ivate eKpense license rights censes/LlCENSE-2.0 
Developed at Clpen·source hl1pllantapache,o'll'lic Apache Ant private expense license rights Apache Foundation ense,html 

NIST Sphere (audio file Developed aI Open·source 
http:/tw.vw,iU.nist.govlia 

headers) private expense license rights NIST dlmiglftoolslsphere_26a 
tarl.htm 

Shorten(deo::orTlpmssion) Softsound Ltd 
http://vIwoN,etree,org/sh 
ncom.html 

SoX(conversion utilities) 

Figure 2,7·2. Commercial Computer Software with Less Than Unlimited Rights 

2.7·1 
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2.9 PcrsotlneJ, Qualifications, and 
Com.mitments 

2.9.1 P ersonnel ;,md Cnnun.iuncnts 
Richard La Valley is selected as the Principal 

InvescigatoT (PI) of the SAle RATS Evaluation 
Team for his experience in designing and 
executing t:valuations for advanced technology 
programs aod analysis of tools in classified envi­
ronments. Mr . La Valley is proposed as key per­
sonnel on this program. He will be supported 
by Matthew Reardon, as Program Manager 
(PM) to ensure continuous adherence co sche­
dule and budget in addition to supporting rest 
and evaluation activities as required. Dr. Paul 
Cohen, D r. William Hardy, and Dr. fIcnry 
Goldberg who arc subject matter experts with 
significant technical expertise in the areas of 
language transcription technology will support 
Mr. La Valley as required to devdop specifica­
tions and analyze test results. Dr. Goldberg and 
the RATS Evaluation Pramework software 
engineer, Jonathan Herr, bring significant 
expertise on the development and implementa­
tion of the proposed evaluarion framework and 
methodology from the DARPA Machine 
Reading Program. In addition to thc evaluation 
subject ma.ttcr experts, we will enlist the services 
of SAIC linguists specializing in Arabic and 
rarsi ::ts required to collabor::tte with the Data 
Collection T eam and help to establish specifica­
tions for data annotation. This collaboration in 
Phase 1 w ill facilita te the annotation process 
and use of the annotation tool on classified GFJ 
during the classified test portions of Phases 2 
and 3. 

Figure 2.9-1 summarizes. the hours and per­
centage 0 f time proposed for the PI Richard 

LaValley, the named key personnel. Mr. La 
Valley will devote 50'10 of his time to the 
evaluation tasks across all phases. He is an 
expert statistician in metrics and experimental 
design with extensive experience in the design 
and execution of unclassified and classified 
evaluations. Non-key personnel who will 
support Mr. La Valley include a PM, Mathew 
Reardon, who has extensive program 
management experience 'within the I e , DOD, 
and the telecommunications industry. Dr. 
William H ardy, an expert in voice and speech 
analysis and metrics, will serve as a subject 
matter expert on speech transcnptlon 
technology. Dr. Henry Goldberg, the PIon 
DARPA's Machine Reading Program, will con~ 

tribute his expertise in evaluation of speech rec­
ognition sys tems . Jonathan Herr, who created 
the evaluation framework for the Machine 
Reading Program, will develop the RATS 
Evaluation Framework and interfaces leveraging 
the framework developed for the Machine 
Reading. Dr. Paul Cohen from the University of 
AriZona will serve as a consu1ting subject matter 
expert to develop the E valuation Specification 
Document, refine metrics, assist In data 
partitioning, and analyze evaluation test resu1ts. 
The SAlC linguistS will support collaboration 
with T echnical Area 2 teams and the classified 
data annotation in Phases 2 and 3. Derailed 
breakdown of hours are provided in the Cost 
Proposal (Volume 2). 

Concise summaries of SAlC key and signifi­
cant supporting personnel are included in the 
resumes section that follows. 

dual I Project p~n:r~:~t Phase 1 Phase 2 Phase 3 
-- -- --- ------ ~ - - ---_. - --

RATS Tech Area 3 Proposed 

Figure 2.9-1. Mr. La Valley, Experienced in Evaluating New Technologies, will Lead the RATS Evaluation Program to 
Ensure Successful Conduct of Evaluations 

Commitments 2.g.1 
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Mathew Reardon Program Manager 
1"/Il'Jlflary '!i (jil(iI-!i/i",!i,,,,,, 
• Has 10+ years of experience as a pro fessional analyst and strategic planner across multiple 

disciplines. 
• Has 1 0+ years of project and business management nperiencc. 
• H as ex tensive experience in operations research and analysis across (he military and 

telecommunications domains. 
• 18 years of experience as a Naval Officer (active and reserve componems). 

j :t/llmli rll! 

• Master o f Science (with Distinction), Systems Management, Naval Postgraduate School, 
Monten:y, CA, 1997. 

• Bachelor o f Science, Ocean Engineering. U.S. Naval Academy, Annapolis, MD, 1991. 

CiI".'Ir.mcr: TS/ SeI 
~lork In Related Research Areas and Previoutl Accomplishments 
Samce ApplictJfiOfls I nftmtJfion;TCorp~;;tiof/, Dimlor ~ Slral;"it"'"I~'la~,=,,===------- 10/ 2008-Pme~t 
• Manages IC Collaboration and Technology Evaluation & Experimentation cells across the Ie 

established under the umbrella of L\RPA's Research & O evelopmem Experimental 
Collaboration (RDEq program. 

• Manages Joint Capability Technology Oemonstranon support project in support of USO 
(AT&L). 

/10L, LI....C, Via PrrJidenl, Planlling & Partner ManqJ!.cment, Dillies, VA 08/2001-06/2008 
• Led strategy and planning fo r AOL's Access Division, managed operations across global contact 

center network and marketing partnerships with network of Retail and OEM providers. 
• Led team s responsible for developing the strategy, partner management, and optimized channel 

mix and operations of co-marketing partners hips with nationwide network of OSLo FiOS. and 
Cable providers. Managed sales and marketing strategy, program implementation, and operations 
across global call center nerwork. 

• Managed teams responsible for forecasting, operations and marketing analysis. strategjc & 
operational planning, and wo rkforce management. 

Military Sealip Command, Dimlor ojOIF/OEF Conlillgemy PltJllS, lFasbingtoll, DC 03/2003-01 /2004 
• Mobilized reservist in suppOrt of Operation Traqi Freedom/ Operation Enduring f,'reedom, 

planned and scheduled the sealift movement o f over 30 million square feet of combat and 
support: cargo with a surge fleet of 120 government and commercial ships, 

Cbiif of Naval OptrafioltS, MPN SIrrllglh Plt1IlTIrr & Program AnlJIYsl, 07/1997----08/2001 
U7asbillgfon, DC 
• Developed and executed personnel models resulting in tactical and strategic plans (recruiting, 

training, retention, and advancement) and MilPers appropriation progranuning for Navy's 
enlisted workforce and over 100 specialty skills. Served as Chief of Naval Operatio ns 
represe.ntative to Military Operations Research Society working groups 
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Sc ience ,.pp ticalions Interna tional C¥ , poration 

William C. Hardy, Ph. D. Subject Matter Expert 
SIfNIIIlf1I)' ~I Qlfflidi!,dili!/ .. 
• Has mme than forty years' experience as an operations analyst specializing in decision support 

based on acquisition, organization, interpretation, and analysis of relevant data to produce credi· 
ble, scie ntifically defensible answers LO questions posed by decision-makers. 

• 13 years in conduct of analyses for military communications and command and control systems, 
13 yean; in analysis of commercial telephony, 6 yean; dedicated to evaluation and development of 
modding aids for intelligence analysts. 

• A nalytical efforts fo r commercial telephony focused on the problem of measurement and evalua­
tion of quality of telephone services, with emphasis on the measurement and evaluation of user 
perception of the quali ty of telephonic speech. Work in this area resulted in innovations in test 
technol ogy and measurement and analysis of acoustic speech waveforms that earned more than 
23 US patents. 

f :d·f<.lIi"JI 

• PhD in Mathematics, University of New Mexico, Albuquerque, NM, 1970. 
C.lMT:Jrti't. TS/SCI 

Work in Related Research Areas and Previolls Accomplishom~c~n~t~''-o-co=-"... __ -,-==~c----, 
.fdeJIct APt-·lica/ions International Corpora/ion, Smior Metril's A llalYst fllld Trchmcal [-<"(/low 3/2004-PrtStlil 
• Responsible for developing meaSlires, test and protocols for evaluation of effectiveness and utility 

of automated tools for intelligence analys[S, such as group detection algorithms, machine text 
translators. and document retrieval facilities. 

• Developed and applied ad hoc, rapid protorypes of numerous dam handling and analysis algo. 
rirhms; innovations in automatic pattem recognition for knowledge discovery; innovative tech· 
niqucs fo r analyzing scalability of network analysis algorithms. 

MO/ll7orldCom, Executive Staff Ana(yst for MUJSflrts and Alla!ysis 1/1989-6/2003 
• Responsible for development of data acquisition and analysis tools for measuring and evaluating 

quality o f commercial telephone services. 
• Designed and successfully exploited the Service Attribute T est, which pro,,;cles a viable test plat· 

form for collection of data from which to determine relationships berween system manifestations 
of sys tem performance problems and user assessment of call quality. 

• Designed, and directed development of MCls Telephone Quality Measurement System (TQMS) 
and Vo ice Quality Evaluation System (VQES). which create capabilities for automated dara col­
lection of telephonic voice samples and analysis of the captured wavcfonns to predict user per· 
ception of quality. 

• Earned lhe following TQMS/VQES~rclatcd patents that exploit or are based o n innovations in 
speech detection and speech waveform analysis ditecdy related to this effort: 

5,748,876 System and 6,556,677 Single-Ended Echo 6,246,978 Method and 7,085,230 Method and System 
Method for ,. esting Cancellation System and System for Measurement of for Evaluating the Quality of 
Acoustic Modems with Method Signal Fidelity from Samples Padat-Switched Voice Signals 
Semanbcally-Enroded of Telephonic Voice Signals 
Waveforms 
6,115,465 System and 6,564,181 Method and System 6,370,120 Method for 7,099.282 Determining the 
Method for Modifying Voice for Measurement of Speech PredICting Perceived Qualitj I Effects of New Types of 
Signals to A'IOid Triggering Distortion from Samples of of a Packet-S'tAtched Impairments on Perceived 
Tone Detecl.ors Telephonic Voice Signals ,Telephone Connection Qualitj of a Voice Service 
6,130,943 Method and 6,985,559 Method and Appara- 16,553,061 Method and 7,154,855 Method and System 
Apparatus for Suppressing tus for Estimating Quality in a I Apparatus for Detecting a for Determining Dropped Frame 
Echo in Telephony Telephonic Voice Connection I WavefOfTTl Rates over a Packet-Switched 

Tran~ I 
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Science .. t>pl i calions I nternational C ... ,pora t i on 

Henry G. Goldberg, Ph.D Subject Matter Expert 
j ION/IMI,' '!/' Q""'iI;',III"H" 
• J las experience in the. design and execution of evaluations for technologies developed under the 

D ARPA Machine Reading P rogram. Creates the materials, speci fi cations, and processes necessary 
to maximize advances in machine reading research and to measurc these advances clearly. 

• Has 17 years of experience in research, design, construction, and operation of knowledge-based 
systems for detection and discovery of financial crimes, fraud, and other behaviors of interest to 
intelligence, law enforcement, and regula tion fo r government and the private sector. 

• Has experience evaluating Al methods and systems, especially speech recognition and NLP . 
• Has knowledge-based sys tems engineering expertise in the application of data mining and 

knowledge discovery, and exploitation of temporal and network panerns in large databases. 
• Auth()rc~d and co-autho red 20 articles and publications in speech recognition systems, evaluation 

of pattern recognition perfo rmance in AI sys lems, link analysis, and innovative applications of Al 
involving naturallanguagc processing, temporal pattern recognition, and link analysis. 

Edlf,fllifl" 

• Ph.D. , Computer Science (AI). Camegie. Mellon University, 1975 
• B.S., Mathematics, Massachusetts Institute of Technology, 1968. 

CII'dr.wl<~': Top Secret 

Work in Related Research Areas and Previous Accomplishments 

.rama Applications Inlerna/ioltal Corporation, Cbief Jlimtisl alld Engillu r 1/ 2009-Pruml 
• Serves as PI of the Evaluation Team under the DARPA Machine Reading Program, whose goal is 

to make infonnation from natural language corpora available to reasoning systems. The 
Evaluation T eam 's mission is to prepare materials, design and execute evaluations, and coordinate 
corrunon tech nologies among the 3 performing teams. 

• Leads cexperiments and merrics devc10pmenl for intelligent systems evaluations, especially in the 
areas of natural language. knowledge representation and reasoning, and machine learning. 

FfN RA (/ormer!JNAfD), Rlxkuille, Md, Systems and KnoU!led~ 10/ /996-12/2008 
Enginu r, SeCllriliu Regulation 
Spe.ial Projects, Buriness Sobttions Department 9/2007- 12/2008 
• As principal technical officer srudying alternatives for migration of installed baSe! of detection scc­

narios, provided consultation and review of technOlogy strategies to meet the challenge of 
increased volumes, multiple sources of ma rket data, and migration to new hardware platforms. 

• Evaluated systems fo r text mining as part of the NASD Sonar system as senior knowledge 
engincer and KDD specialist. 

Director, KDD Team, Markel Regulatioll Departmen/ 6/2001- 9/2007 
• Directed a team of knowledge engineers and programmers engaged in maintenance and ongoing 

new development of regulatory surveillance programs, patterns and data mining solutions. 

Senior KDD Specialirt. NAfD Technology 10/ 1996--1i/2001 
• Innovative knowledge-based systems for fraud and violation detection in [mancial markets. 

U.S. T ftasmy, Financial Crimes E njorl."emmt Network, Vienna, Va., 7/1991-10//996 
Senior Ruum;h Computer Jdentist 
• I<DD and knowledge-based technology for detection of financial crimes and money laundering. 

U.S. C()lIrlr, -,..."""'tderal Jlldicial Cmter, Warhington, O.C 7/ /977-7/1991 
• Application of advanced information processing to court adminiStratiofL 
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