
IHSS VIMS 

In addition to the theories applied to terrorism, a number of typologies of radical gl'OUpS have 
been proposed (e.g., Mozaffari, 1988; Post et aI., 2002a, 2002b; Schultz, 1978; Wilkinson, 1986). Schmid 
and Jongman (2005) summarize much of the work on typologies ofterrol'ism with 10 classes of 
typologies, each based on the function the typology is meant to serve: actor-, victim-, cause-, 
envil'onment-, means-, political-orientation-, motivation-, demand-, purpose-, and target-based typologies. 
As Schmid and Jongman (2005, p. 40) point out, these typologies are ofinterest'to both "antiterrorist 
'firefighters' and the academic 'students of combustion, '" and although both would be "served by 
typologies that could predict future behaviors and events," typologies are better suited for assisting social 
scientists in determining what the relationships are between variables than fo1' predicting future events. 

1.1 Why Is There No General or Grand Theory of Political Violence/Terrorism? 

As with any issue that comes to be multidisciplinary, political violel1ce researchers tend to bring 
perspectives to their research that reflect the theoretical and methodological traditions of their respective 
disciplines. Problematic to this multidisciplinary approach for studies oftel'rorism and political violence, 
however, is the fact that neither within nol' aci'OSS disciplines has a consensus been found on how to 
defme or conceptualize political violence 01' terrorism (Gibbs, 1989; Gordon, 2004; Hoffman, 1998; 
Lizardo, 2008; Ruby, 2002a; Schmid & Jongman, 2005; Silke, 2004b). FU11hermore, qualitative evidence 
suggests that disagreements about how to define terrorism are so deep that researchers cannot even agree 
on what the parameters of a definition should be (Schmid & J ongman, 2005). It should be no surprise, 
given the consternation that attempts to defme terrorism have drawn, that there is no general theOlY of 
political violence or terrorism (Buechler, 1993; Schmid & Jongman, 2005). At least three factors 
contribute to an absence of a general theory of terrorism. Efforts to study collective and political violence 
have been largely fl'agmented and discipline-bound (Davis & C~agin, 2009; Gordon, 2004). A significant 
proportion of the published research has been by authors with little to no background in the field 01' 

familiarity with the extant research. These researchers publish one or two papers on the subject and exit 
the field 

leaving the few dedicated researchers to wade through a continuous supply 0/ material 
often espousing viewpoints and theories which serious researchers have rejected years 
ago, as what evidence was available consistently showed such approaches to be fruitless 
and/or fundamentally wrong (Silke, 2004b, p. 191). 

Finally, a plethora of theories have been proposed, but systematic empirical testing of many of 
them has not followed (Victoroff, 2005). 

For our review of the literature, and ultimately in developing our models, we lean toward a 
broader definition of political violence. Broadly defined, political violence in our literature review 
includes the numerous ways in which authors from various fields term it, such as group rebellion, civil 
war, ethnopolitical violence, collective violence, political conflict, insurgency, and terrorism. Recognizing 
that many scholars, especially in terrorism studies (see Schmid & Jongman, 2005), would disagree with 
such a broad definition, we argue that doing so enables us to identify indica.tors that are predictive"across 
a wide range of groups that may turn to violent means to achieve political goals." No claim is being made 
that our attempt here will result in the general theory o/terrorism, but by bridging the existing knowledge 
from across academic literatures we hope to contribute to such a goal. 
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1.2 Theories of Political Violence/Terrorism 

1.2.1 Relative Deprivation Theory 

Drawing on psychology's frustration-aggression theOlY (Dollard et al.. 1939), relative deprivation 
(RD) theory posits that large discrepancies between expected and achieved welfare explain large 
variations in political violence (Gurr, 1970; Snyder, 1978). Prominent in the early 1970s, the theory met 
mixed results with some evidence supporting it (Muller, 1985; Muller & Seligson, 1987) and other 
evidence questioning it bbth conceptually and empirically (Snyder & Tilly, 1972; Weede, 1987). 
Although RD as a primary predictor of political violence has been largely abandoned by political science 
and sociology (Bmsh, 1996), the RD hypothesis continues to be tested (Berrebi, 2007; Drakos & Gofas, 
2006; Krueger, 2007). It has been argued, for example, that RD constitutes more than simply economic 
inequality, and that other forms of deprivation such as "political autonomy, political rights, and social and 
cultural rights," contribute to political violence (Dudley & Miller, 1998, p. 78). 

1.2.2 Resource Mobilization Theory 

Proposed as an alternative to RD theory, resource mobilization (RM) theory argues that economic 
deprivation alone is insufficient in itselfto motivate collective violence (McCarthy & Zald, 1977; Tilly, 
1978). Something must mobilize people to collectively act in violent ways. Evidence has been found that 
suggests that in fact repression, grievances, mobilization, and rebellion are all fundamental components of 
causal systems (Saxton, 2005). Repression has received much of the attention in the literature (Carey, 
2006; Weede, 1987), with the bulk suggesting that there is a nonlinear relationship between repression 
and political violence (Boswell & Dixon, 1990; Muller, 1985; Ortiz, 2007). Critics, however, caution that 
data on repressive states may suffer from an underreporting bias (Drakos & Gofas, 2006), and that 
democracy is too diverse to be operationalized as a single construct (Li, 2005). 

1.2.3 Rational Choice and Game Theories 

Rational choice (RC) theories/models o~ political violence come from a diverse body of scholars, 
such as economists, political scientists, sociologists, and criminologists. Although there is no single 
rational choice theory (Green & Shapl'io, 1994), RC the9ries share utilitw'ian roots--actol'S attempt to 
maximize benefits and minimize costs in their efforts to achieve a goal. Much of the rational choice work 
in economics has focused on creating game-theoretic models that explain how changes in policies might 
change behaviors in predictable ways (Victoroff, 2005). These game-theoretic models have attempted to 
explain group reactions to govemment countelterrorism interventions (Enders & Sandler, 2006), 
decisions to join extreme religious groups (Iannaccone & Berman, 2006), the effect of proactive and 
deterrence policies (Arce & Sandler, 2005), resource allocation in fighting tel'1'orism (Bier et aI., 2007; 
Powell, 2007), and how potentially rebellious actors make rational decisions in the context of detel'l'ent 
forces (Epstein, 2002; Klemens et aI., in press). 

Rational choice perspectives fi'om political science and sociology have also been empirically 
tested, especially in WI attempt to address the shortcomings of relative deprivation and resource 

mobilization theories. Taking a new perspective to an old problem, RC proponents have reexamined the 
relationship between deprivation, as well as repression and political violence. Using logged death rates 
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between 1973 and 1977 from the World Handbook of Political and Social Indicators/ Weede and Muller 
(1990) examined the inverted U-curve of repression and political violence, finding support for the 
argument that it is only under semirepl'essive regimes that the cost-benefit calculation favors political 
violence. Using data from the World Handbook of Political and Social Indicato;s from 1968-1977, 
Muller and Weede (1994, p. 54, example added), found support for the argument that 

macrosocietal indicators oJrelative deprivation on the magnitude oJrebellious conflict 
should be conditional on the presence oj a structure oj political opportunity [e.g., 
severity of repression] that enhances the expected utility of rebellion. 

1.2.4 Ethnic Competition Theory 

Whether during economic downturns, when (ethnic) out-groups and (dominant) in-groups 
compete for limited resources, or during times of pl'Osperity when out-groups experience upward mobility 
into the in-groups' socioeconomic "space," ethnic competition theOlY (EC) argues that inter-ethnic 
competition for resources results in increased ethnic conflict, protest, and violence (Olzak, 1990, 1992). 

Competition, both economic and cultural, intensifies as the out-group size increases resulting in an 
increased sense of out-gl'Oup threat (Quillian, 1995; Semyol1ov et aI., 2006; Tolsma et aL, 2008) and 
increased opposition to out-group civil rights (Scheepers et al., 2002). Event history analysis of reported 
xenophobic violence in 444 German counties between 1990 and 1995 was used by Braun andKQopmans 
(2009) who found a relationship between inter-ethnic violence and the proportion of the popUlation 
composed of immigrants and the extent to which areas experience immigration. However, this theory is 
not without critiques. Critics argue that the role labor market competition plays is overestimated, 
suggesting that rather than competition it is rapid changes to heterogeneous areas (Bergesen & Herman, 
1998) and unfamiliarity with and fear of values and cultures (Schneider, 2008) that lead to perceived 
threat of and violence toward ethnic out-gl'OUps. 

1.2.5 Affect Control Theory 

Adopted and refined by others (see review in Heise, 2007), affect control theory (ACT) has its 
origins in the work of Osgood and colleagues (1957, 1975). The theory argues that culturally shared 
meanings (fundamental sentiments) inform expectations of events (Heise, 2002). Transient impressions, 
on the other hand, are created as a result of events taking into account "the setting, the identities involved, 
and the behaviors involved" (Robinson et aI., 1994, p. 177). Inconsistent fundamental sentiments and 
transient impressions result in deflections, which people attempt minimize to maintain the meanings they 
have (Robinson et at., 1994; Turner & Stets, 2006). It has been suggested that ACT could be applied to 
violent subcultures and international interactions-two important components of international terrorism 
(Heise & Lerper, 2006; Kalkhoff, 2002). Heise and Lerner (2006), using Conflict and Peace Data Bank 
(COPNAB)2 data from 1971 to 1978 on action-reaction sequences from Middle Eastern nations, found 
that affectivity was a strong predictor of nation action-reaction behaviors. 

I From Taylor, C. L., & Jodice, D. A. (1983). World handbook o/political and social indicators. 3rd Ed., vol. 2, 
New Haven, CT: Yale University Press. 

2. For more information on COPNAB see Azar, E. (1980). The Conflict and Peace Data Bank (COPNAB) project. 

4 

Journal o/Conflict Resolution, 24, 143-152. Also please see: Azal', E. (1993). Conflict and Peace Data Bank 
(COPNAB), 1948-1978 [Computer fLle]. College Park, MD: University of Maryland, Center for International 
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1.2.6 World-Systems Theory 

The roots of world-systems theory have developed over the past two centuries across a number of 
disciplines (see Chil'ot & Hall, 1982). Recent work-theoretical, comparative, and empirical-has 
undertaken the issue of terrorism, with an emphasis on the role that declining hegemonies play in cycles 
ofterrorism (Bergesen & Lizardo, 2004; Lizardo, 2006, 2008). Put simply, clusters ofterl'orism occur 
throughout history as major shifts occur in the world-system-with the current globalization and post­
WWII American hegemonic decline as a primary example (Berges en & Han, 2005; Bergesen & LizRrdo, 
2004). Evidence on this matter suggests that globalization has both enabling and constraining effects on 
transnational terrorism. For example, using International Terrorism: Attributes of Terrol'ist Events 
(ITERATE) data sets that include 112 countries between 1968 and 2000, Li and Schaub (2004) found no 
evidence of direct effects of economic globalization (trade openness, portfolio investments, and direct 
foreign investments) on transnational terrorist events, but rather found an indirect negative effect of 
development (GOP per capita) on those events. Using event count data on attacks on U.S. interests from 
the U.S. State Department as a dependent variable and measures of economic (Foreign Direct Investment 
[FDI] and ql'OSS World Product [GWP]) and cultural (number of International Non-Governmental 
Organizations associated. with the U.N.) globalization from an online database maintained by the Global 

Policy Forum as predictor variables,Lizardo (2006) found that world trade has .a constraining effect on 
transnational terrorist·attack on U.S. interests, while the most "predatory" form of globalization (FOI as a 
percentage of GWP) has an enabling effect on attacks. Furthermore, both ofthese effects al'e mediated by 
cultural globalization, suggesting that the role of economic globalization is more complicated than 
previous research suggests. 

1.2.7 Other Theories and Frameworks 

Social learning theory argues that people learn deviant behaviors in much the same way as they 
learn other behaviors-through reinforcement learning (Ackel's, 1973,2009; Bandura, 1977; Burgess & 

Ackers, 1966). Although it has received strong empirical support in explaining other deviant behaviors 
(for review see Ackel's & Jensen, 2008), it has only recently been theorized as a way to explain terrorist 
recruitment and pruticipation (Freiburger & Crane, 2008). No empirical tests applying sociallearning 
theory to terrorism have been published to date. 

A number of other theories have been proposed to explain terrorism and political violence, some 
of which have been subsequently dismissed 01' disproved. Some theories have focused on terro1'ists or 
terrorist group leaders as pathological. Early psychopathological theories of terrorism claimed that 
terro1'ists were either psychopathic 01' were plagued by serious mental illness, but there is a lack of 
empirical evidence to SUppOlt such a claim (Hudson, 1999; Ruby, 2002b; Victoroff, 2005). Psychological 
theories which attempt to explain individual level factors associated with political violence have also been 
theorized. Theories such as identity theolY, narcissism theory, paranoia theory, absolutist/apocalyptic 
theory, cognitive theories, novelty-seeking theOlY, and humiliation-revenge theory, have been posited, but 

Development and Conflict Management [producer]. Ann Arbor, MI, International Consortium for Political and 
Social Research [distributor]. 
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these too "are overwhelmingly subjective, speculative ... and are not amenable to testing" (Victoroff, 
2005, p. 33). 

As a final matter we will note that frameworks have been proposed to predict political violence 
and tel'rorism. Post et al. (2002a, 2002b) is a primary example. Rather than attempt to explain political 
violence 01' some ~omponent part of terrorism, as the theories reviewed above do, Post and colleagues 
attempt to provide indicators that can be used to model a group's risk for terrorism. Although they offer 

. ' no particular theoretical perspective, they propose 32 variables, which appear to have roots in some of the 
theories.reviewed above. Those 32 variables fall within one of 4 fields (Post et aI., 2002a, p. 75): 

(1) the historical, c.ultural, and contextualjeatures that give rise io the,group and/orm 
the backdrop against which the group operates, (2) the key actors affecting the group, (3) 
the group itself, including the characteristics, processes, and structures that define it, and 
(4) the immediate situation confronting the group that can trigger a change in tactics to 
increasing levels of violence or terrorism. 

Pl'Oblematic to the Post and colleagues framework is that many of the indicators are not 
operationally defined and some at'e vaguely worded. Further, some indicators arpear unreasonable (e.g., 
"[t]he observable indicators of risk associated with charismatic leader-follower relationship is: The 
followers uncritically follow the leader's directives" (post et aI., 2002a, p. 87). 

1.2.8 Challenges to a Predictive Model 

A number of challenges must be addressed in developing a model that accurately predicts the 
OCCllnence of ethnic- or politically motivated violence. The social sciences have historically relied on 
self-reported measures fot' data analysis and modeling. Obtaining information fi'~m potentially violent 
groups for a predictive model of political violence is unrealistic. In addition, as noted above, relying on 
SMEs is problematic because gathering them frequently to analyze constantly updated information is 
impractical, it is difficult for them ,to offer real-time assessments, and their advice is often based on 
subjective opinion rather than objective analysis. Addressing these challenges requires development of 
indicators that are objective and observable to outsiders. Recent work has posited a number of such 
indicators (see McCauley, 2009; Post et aI., 2002a, 2002b; Strang, 2005). Results of the few studies that 
have attempted to test observable indicators appear promising (e.g., Asal et aI., ~009). 

An ability to use data from objective sources that are easily observable rather than subjective 
sources that rely on secondary SOUl'ces of data that are time-consuming to collect makes a prospective 
model preferable to a tacit judgment model. New data points derived from observable phenomena could 
be added to the model on an ongoing basis, reducing the time it takes to incorporate new information into 
predictions. A predictive model developed with empirically supported, theoretically derived variables 
should allow the model to be applied across the spectrum of politically violent groups. Further model 
testing and refinement may reveal that the actions of different sub~types ofterrotist groups may be most 
accurately forecasted by different combinations of variables. A model that wcludes variables derived 
from theoretical work, as well as variables whose relationship to political violence has been supported by 
previous empirical research, should produce more accurate forecasts than expert opinions that rely on 
assumptions that are not supported by data. And, although we are currently unable to do so, in a future 
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separate class of models, we bope to incorporate agent-based models such as those described in Epstein 
(2002) and Bobashev et al. (2009). 

1.2.9 Limitations of Empirical Theory Testing 

It is unfeasible to test several of the theories reviewed above for a variety of reasons-but, to state 
it in general terms, doing so would violate what makes the current model preferable. Following Heise and 
Lerner (2006) in testing affect control theory, for example, would require hving experts rate large 
numbers of international behaviors on evaluation, potency, and activity (EPA) scales. Testing social 
learning theory bypotheses would similarly likely require either 5MB ratings or self-reports by those 
actors involved. Frequent gatherings of experts for rating organizational behaviors would be burdensome 
and impractical for logistical and fmancial reasons (see Introduction above for more specific reasons). 
World-systems theory also shows promise in explaining terrorism and political violence, especially the 
long-tenn trends that have notably been d.escribed (Bergesen & Lizardo, 2004; Lizardo, 2006). Although 
we believe that these factors could be useful to future versions of our model, they have not been included 
here because we are concentrating on variables that are available in the Minorities at Risk Organizational 
Behavior (MAROB) data set (described below). Finally, beyond the difficulty of collecting psychological 
dat~on terrorists, variables associated with disproved or dismissed theories are omitted simply because 
inclusion would merely result in model misspecifications. 

1.2.10 MAROS Data , 
Our currerit effort is focused on analyzing variables from the MAROB data set. We use this data 

set for several reasons. Noted above, one criticism of previous scholarly work is the reliance on 
descriptive statistics. Another criticism proffered above is that previous work has been largely discipline­
specific. Using the MAROB data set allows us to address both of these criticisms. Predictive statistical 
modeling will be pursued using variables available in MAROB that are derived from previous theoretical 
and empirical work from across research disciplines. Although·we will not be able to incorpomte all of 
the theories reviewed above, our model will be more inclusive than most previous attempts because we 
are not limiting it to one or two theoretical franiewOl·ks. Another reason we use MAROB is that it allows 
us to conduct research on historically understudied groups (Silke, 2004b). Undoubtedly this has changed. 
in the years since the Septem?er 11,2001, attacks. Compared with other publicly available data sets, 
MAROB has the most complete information on a large number of Middle Eastern and North African 
organizations that may use political violence. On a final note, we study non-U.S.-based organizations 
because U.s. privacy laws currently prohibit us from studying groups within the United States. 

Public data sets that include measures of political violence are available, such as the Global 
Terrorism Database (1970-1997), the Global Terrorism Database II (1998-2004), and the American 
Terrorism Study (1980-2002).3 The MAROB data set shows promise for the modeling of ethnopoliti,cal 
violence because it includes more than 20 variables associated with political violence including state 
repression and violence against the organization or its constituents (Abadie, 2006; Weede, 1987), 
organizational grievances against the state or regime in power (della Porta, 2006; Regan & Norton, 200S), 

3 These datasets are available for public use from the Inter-University Consortium for Political and Social Research 
(ICPSR) at http://www.icpsr.umich.edulicpsrweb/ICPSRI. 
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SUppOlt that pushes the organization or pulls it back from violence (Byman et at, 2001; Bynam, 2007). 
organizational structure and behaviors consistent with propensity for violence (post et aI.. 2002a, 2002b), 
and ideological motivations that increase the likelihood of political violence (Asal et aI., 2009), across 
118 organizations, representing 22 ethnopolitical groups from 16 Middle Eastern and North African 
countries over a period ·of 24 years. Criteria have been established for inclusion in the data set. A detailed 
explanation of these criteria is provided by Gurr (2000, 2005) and Asal and colleagues (2009). Although 
the ultimate goal is a parsimonious model with predictive power for a number of political organizations, 
developing models with data fi'om a number of organizations based in the Middle East and North Africa 
is a reasonable place to start. Model refinement will be necessary as new organizations are added to 
MAROB or as other data sets with more diverse organizations become available. 

·1.2.11 Economic and Polltical Environment 

Politically motivated groups mak~ organizational decisions within the larger contexts in which 
they act. Important contextual factors affecting an organization's decisions include the economic 
conditions in which organizations work, financial and nonfinancial SUppOlt received, and the degree to 
which the group or its constituents are l·epressed. Economic instability is theoretically associated with 
terrorism (post, 2002a, 2002b). High~income democratic countries have been found to experience an 
increased likelihood of terrorist activities during economic contractions (Blomberg et a!.. 2004). Although 
evidence from the literature indicates no direct relationship between economic inequality and use of 
political violence (Berrebi. 2007; Drakos & Gofas, 2006; Kmeger, 2007), this finding is not conclusive 
(Bueno de Mesquita, 2005). 

Although inequality has been found by some researchers to be associated with political violence, 
other evidence supports a repression argument (Muller, 1985; Weede, 1987). It appears that when 

. economic conditions and political unrest, such as repression and state violence against groups, occur 
together it allows organizations to recruit more educated and qualified members. allowing for more 
complex and successful violent acts 011 more important targets (Abadie, 2006; B.enmelech et aL, 2009; 
Callaway & Harrelson~Stephenson, 2006; Collins, 2002; Gurr, 1988,2000; Krueger & Maleckova, 2003; 
Piazza, 2006). A nonmonotonic relationship, either u~ or N- shaped, between repression and political 
violence is supported by much of the research (Boswell & Dixon, 1990; Muller. 1985; Oltiz, 2007); 
however, others do argue for a linear relationship (for a short review see Ortiz, 2007). 

HI: Organizations will be more likely to use political violence when they or their constituents are 
repressed, or are the victims of state violence. 

Evidence of repression is operationalized with the following MAROB variables: state repression 
of the organization (STORGREPRESS) and use of violence against the organiza.tion 
(STATEVIOLENCE), the organization is deemed illegal (ORGLEGAL), and the organization operates 
clandestinely (ORGOPEN). 

hwolvement in certain political activities is predictive of other organizational behaviors. Asal and 
colleagues (2009). for example, found support for the argument that organizations that advocate violence 
will become violent, and organizations that SUppOlt electoral politics and have a democratic ideology are 
less likely to move toward violence. These findings suggest that an organization's values affect the 
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likelihood that it will become violent. Organizations that believe in democratic systems are less likely to 
use political violence. Pro;: of exhibiting democratic values is the ability and willingness to negotiate and 
compromise. Compromise is associated with peaceful resolution of conflicts between states (Mousseau, 
1998). It is therefore reasonable to assume that groups that sign agreements with states are less likely to 
cal'ry out political violence. 

It is therefore hypothesized that: 

H2! Groups that espouse democratic values will be less likely to use political violence. 

H3: Groups that sign agreements with states will be less likely to use political violence. 

Espousing democratic values is operationalized with the MAROB variable DEMORG. 
Compromise and negotiation is operationalized with the MAROB variable ORGIMPL. 

1.2.12 Grievances 

Homogeneous cultural or ethnic gmups develop grievances when they see themselves as victims 
of repression (Crenshaw, 1981; Gun, 200P; Helmus, 2009; Regan & Norton, 2005). Similarly, at least 
one of the consequences of political disillusionment is the development of political grievances that lead to 
a greater likelihood of radicalization and potentially to violent acts (della Porta, 2006). Although there is 
no direct relationship between economic disparity and organizational violence, economic conditions 
create an opportunity for"groups to coalesce around economic, cultural, and political grievances, 
especially when the group 01' its constituents are repressed by the state Ol' are targeted for violence by the 
state. 

This leads to the following hypothesis: 

H4: Grievances formed from economic conditions and policies, as well as from state repression 
and violence? are related to an increased likelihood that an organization will turn violent. 

These are operation ali zed with MAROB variables: economic grievances (ORGECGR), cultural 
grievances (ORGCULTGR), and political grievances (ORGPOLGR). 

1.2.13 Sources of Support 

Grievances associated with state repression and violence, and the factors that Spill' them, alone 
may not be enough to mobilize groups to use violence. It has been argued, for example, that economic 
disparity is commonplace and insufficient alone to mobilize collective action (Ti11y, 1978). Butthis 
disparity may foster grievances toward a state that are an important building block of protest (Linchbach, 
1990; Regan & Norton, 2005). Thus, grievances are important in mobilizing participation in and support 
for collective actio11 (McCauley & Moskalenko, 2008). Protest participation is an important sign that there 
is increased mobilization. It is therefore hypothesized that: 

Hs: Protest participation will be associated with political violence. 

There are myriad external sources of support that organizations at risk for violence can receive 
(Paul, 2009). Some forms of support push organizations toward violence and others pull them away from 
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it in much the same way factors push individuals toward or pull them away from radicalization (Noricks, 
2009). Foreign state and diaspora support, including financial and nonftnancial. military and nonmilitary, 
and political, are all associated with insurgencies and violent organizations (Asal et aI., 2009; Byman et 
al., 2001; Bynam, 2007; Levitt, 2007; Roessler, 2005). On the other hand,"states with strong social 
welfare programs incur less political telTOrism (Burgoon, 2006). Nongovernmental organizations (NO~s) 
also support organizations that may be at risk for violence. SUpp01t from NODs can have eitber push or 
pull effects, depending on the intent of the support provided. Groups may use restraint in using violence 
out of concern that using it will result in a withdrawal of humanitarian support (Asal, 2009). On the other 
hand, NOOs can and do offer ftnancial support to violent groups (Basile, 2004; Mascini, 2006). 

Support, then, is a priticaI component in organizational decisions to use violence. Violence is 
often used when organizations lack popular support (Asal et ai., 2009; Blomberg et ai., 2004; Crenshaw, 
1981). Support, as noted above, can be domestic or international. The extent to which organizations use 
violent strategies at home and abroad is likely tied to the sources of support they receive. To that end, the 
more nonviolent strategies they use the less likely they are to become violent. 

It is therefore hypothesized that: 

H6: Receiving foreign state nonmilitary financial support will increase the likelihood of poJitical 
violence. 

H7: Receiving foreign state nonviolent military support will increase the likelihood of political 
violence. . 

lIs: Receiving support from a for~ign state will be associated with political violence. 

H9: Receiving political support fi.'om a foreign state will be associated ~ith political violence. 

H\o: Receiving support from a diaspora will increase the likelihood that an organization wiU use 
political violence. 

Hu: The more an organization employees nonviolent strategies of garnering support the less 
likely it is to become violent. 

Support is operationalized using six MAROB variables: support from an intemational 
nongovernmental organization (INGOSUP); nonmilitary ftnancial support fi.'om a foreign state, such as 
humanitarian SUppOlt (FORSTFINSUP); nonviolent military support, such as assistance in buying 
military supplies (FORSTNVMILSUP); whether the organization received support from a foreign state in 
the past year (FORSTSUP); receiving political support from a foreign state (FORSTPOL); and receiving 
support from a diaspora (DIASUP). Increased use of nonviolent strategies is operationalized with the 
MAROB variable ORGLOCMOB. 

1.2.14 Structural and Behavioral Indicators 

The structure of an organization and the behaviors of the organization and its members are 
important factors in predicting the likelihood it will become violent. Post and colleagues (2002a, 2002b) 
posit that political organizations that have strong central organization and those that have factionalized 
organization are at an increase~ risk for violence. Some recent evidence seems to support this-splinter 
groups tend to be more radical than their parent group (Bueno de Mesquita, 2008). Furthermore, Post and 
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colleagues theorize that groups whose leaders and members have shown a past capacity for violence may 
use that tactic for the benefit of the organization. In fact, radicalizing organizations often recruit those 
who have criminal or antisocial histories (Cronin, 2002). Involvement of those with the ability, 
experience, or expertise to prepare for and can'y out violent acts allows radicalizing groups to form 
militru.y"style wings (McCauley, 2009; Post et at., 2002a, 2002b; Strang, 2005). And, although the 
existence within the organization of a military"style wing is 110t a necessary condition for carrying out 
violence, it is an indicator of the desire to use force or violence to achieve its goals. 

This leads to the following hypotheses: 

H12: Style of leadership exhibited by an organization is associated with an increased risk of 
violence. 

HB : Groups that have factionalized are more likely to become violent. 

H14: Groups that have intra"group conflict will be more likely to become violent. 

HIS: Groups that have formed militia wings within the organization are more likely to carty out 
violent acts. 

These hypotheses that are operationalized with the following MAROB variables: leadership style 
(LEAD); organization has split in the past year (ORGSPLIT), the organization has a militruy wing 
(MILITIAFROM ), and intra"gl'Oup conflict (INTRAORGCON). 

1.2.15 Ideological Motivations 

There is a connection between a group ideology and group political action (Drake, 1998; 
Johnston et a1., 1994). Ideological continuums exist on which groups can fall. A few examples of political 
ideologies that have been associated with political violence are environmental, tight"wing and teft"wing, 
special interest such as abOltion, racist, sexist, and religious (Hewitt, 2003; Mahon & Griset, 2008; 
Schwartz, 1998; Smith, 1994). Although the ideology spectrum is wide, only a few ideologies can be 
tested with the current data to determine propensity toward violence. 

Ideologies that advocate systems that maintain social or economic control are more prone to 
violence. Patriarchal systems are built around masculinities that advocate violence, conflicts, and wars. 
Previous research indicates that there is a positive relationship between gender exclusion and gl'OUp 
propensity toward violence (Asal et al., 2009). Democracies experience more terrorism than other fonns 
of government (Chenoweth, 2006; Piazza, 2007). This finding has been criticized, however, for ignoring 
the fact that there is likely an underreporting bias fi'om nondemocratic states (Drakos & Gofas, 2006) and 
the fact that a variety of democratic states exist (Li, 2005). Democratic states may provide a permissive 
state in which ideologically extreme groups may develop alongside more centered gwups. Extremist 
groups often compete with one another for a place in the political discourse. And, it is when there is group 
competition for space in the discoUl'se that ideological groups sometimes become violent (Chenoweth, 
2006). 

Extreme right parties (ERPs), for example, flourish in democratic states, especially states that are 
permissive of nontl'aditional cultural values and states with economic welfare programs (Mudde, 1999). 
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ERPs are not single-issue parties, but rather generally maintain more than one of the following ideologies: 
nationalist, xenophobic, racist, homophobic, and conservative economic (Mudde, 2000). Although 
reestablishing a monocultura1 state is of primary importance, ERPs also espouse extreme right forms of 
free markets and anti welfare state sentiments (Mudde, 1999). It is when there is an intensification of these 
ideologies that ERPs become violent (Department of Homeland Security, 2009; Wilkinson, 1995). 

It is therefore hypothesized that: 

H16: Inter-group conflict will be associated with an increased likelihood of violence. 

HI7: Groups that advocate for a sexist ideology, such as gender exclusion, will be more likely to 
use political violence. 

HIS: Groups that advocate for ideologies of traditional econoniic elites will be more likely to use 
political violence. 

Inter-group competition is operationalized with the MAROB variable :rN~RORGCON. Sexist 
ideology is operationaIized with the MAROB variable GENDEXC. And, right wing ideology is 
operationalized using RIGHTORG from the MAROB data set. 

1.2.16 Conclusion 

The majority of political violence and terrorism Weirk to date has been theoretical, or relied on 
comparative or descriptive analysis. Qualitative work has provided ample description of politically 
violent groups and eXPeIts have posited indicatol"s or variables that predi~t violence, but little empirical 
work has been done to test the validity of these measures. Fwihermore, gathering SMEs to provide expert 
advice is impractical given how quickly organizations can act. A model consisting of 24 variables 
supported by the e;x:isting literature, that predicts organization propensity for violence~ is proposed. These 
variables include measures of the extent to which groups and their constituents are victims of state 
repression and violence, organizations have coalesced around grievanc~s, organizations receive support 
that pushes them towru'd or pulls them away fi'om violence, organizations and their members have shown 
a propensity fOl" violence in the past, organizations are structured for violence, and organizations have 
ideological motivations that move them toward violence. It is critical to the accuracy of the proposed 
model that as new evidence emerges in the literature, new data sources become available, and the current 
model is tested, necessary modifications are made. Vat'iables that lack predictive power may be removed 
and the predictive power of new v~iables tested as data to test them become available. 

12 VIMS Literature Review 

/. 

I 

epic.org 15-04-14-DHS-FOIA-20150608-Interim-Production 000057



IHSSVIMS 

2. References 
Abadie, A. (2006). Pov~rty, political freedom, and the roots of terrorism. The American Economic 

Review, 96(2), 50-56. 

Ackers, R. L. (1973). Deviant behavior: A social learning approach. Belmont, CA: Wadsworth. 

Ackers, R. L. (2009). Social learning and social structure: A general theory of crime and delinquency. 
2nd Ed. New Brunswick, NJ: Transaction Publishers. 

Ackers, R. L., & Jensen, G. F. (2008). The empirical status of social learning theory of crime and 
deviance: The past, present, and future. In F. T. Cullen, J. P. Wright, & K R. Blevins (Eds.), 
Taking stock: The status of crimii'lOlogical theory. Advances in criminology, vol. 15. New 
Brunswick, NJ: Transaction. 

Aree, D. G., & Sandler, T. (2005). Counterterrorism: A game-theoretic analysis. Journal of Conflict 
Resolution,49(2),183-200. 

Asal, V., Choi, K, & Pattipati, K. (2009). FOl'casting the use of violence in Ethnic-political organizations: 
Middle Eastern minorities, at risk minorities and the choice of violence. Paper presented at ISA 
annual convention 2009, New York, NY. 

Bandura, A. (1977). Social learning theory. New York: General Learning Press. 

Basile, M. (2004). Going to the source: Why al Qaeda's financial network is likely to withstand the 
current war on terroristfinaneing. Studies in Conflict & Terrorism, 27(3),169-185. 

BenmeIech, E., Berrebi, C., & KIor, E. (2009). Economic conditions and quality of suicide terrorism. 
Unpublished paper. Available at http://papel's.ssm.com/so13/papers.cfm?abstract id=1367828 

Bergesen, A. J., & Han, Y. (2005). New directions for terrorism research. h1ternational Journal of 
Comparative Sociology, 46(1-2), 133-151. 

Bergesen, A., & Herman, M. (1998). Immigration, race, and riot: The 1992 Los Angeles uprising. 
American Sociological Review, 63(1), 39-54. 

Bel'gesen, A. J., & Lizardo, O. (2004). International terrorism and the world system. Sociological Theory, 
22,22--38. . 

Berrebi, C. (2007). Evidence about the link between education, poverty and terrorism among Palestinians. 
Peace Economics, Peace Science and Public Policy, 13(1). 

Bier, V., Oliveros, S., & Samuelson, L. (2007). Choosing what to pJ'Otect: Strategic defensive allocation 
against an unknown attacker. Journal of Public Economic Theory, 9(4), 563-587. 

Blomberg, S., Hess, G.D:, & Weerapana, A. (2004). Economic conditions and terrorism. European 
Journal of Political Economy, 20(2), 463-478. 

Bobashev, G., Bapat, N., & Singer, J. (2009). Agent-based modeling and the prediction afviolent intent. 
Report prepared for the Institute for Homeland Security Solutions. 

VIMS Literature Review 13 
epic.org 15-04-14-DHS-FOIA-20150608-Interim-Production 000058



IHSS VIMS 

Boswell, T., & Dixon, W. T. (1990). Dependency and rebellion: A cross-nation!}l analysis. American 
Sociological Review, 55(4), 540-559. . 

Braun, R., & Koopmans, R (2009). The diffusion of etlmic violence in Germany: The role of social 
similarity. European Sociological Review, advanc~d access published online December 3, 2009. 

Brush, S. G. (1996). Dynamics of theory change in the social sciences: Relative 'deprivation and collective 
violence. Journal of Conflict Resolution, 40(4), 523-545. . 

Buechler, R. M. (1993). Beyond resource mobilization? Emerging u'ends in: socral movement theory. The 
Sociological Quarterly, 34(2), 217-235. 

Bueno de Mesquita, E. (2005). The quality oftertor. Ai'}'lerican Journal. of Political Science, 49(3), 515-
530. 

Bueno de Mesquita, E. (2008). Terrorist factions. Quarterly Journal qfPolitical Science, 3, 399-414. 

Burgess, R. L., & Acker,s, R. L. (1966). A differential association-reinforcement theory of criminal 
behavior. Social Problems, 14(2), 128-147. 

Burgoon, B. (2006). On welfare and terror: Social welfare policies and political-economic roots of 
terrorism. Journal of Conflict Resolution, 50(2), 176-203. 

Byman, D., Chall<, P., Hoffman, B., Rosenau, W., & Brannan, D. (2001). Trends in outside supportfor 
ill$urgent movements. Rand Corporation . 

. Bynam, D. (2007). Combating state sponsers ofterrorism. In J. J. F. Forest (Ed.), Countering terrorism 
and insurgency in the 21st century: International perspectives, volume 2: Combating the sources 
andfacilitators (pp. 25-41), WestpOlt, CT: Praeger Seourity International. 

Callaway, R. L. &·Harrelson-Stephenson, J. (2006). Toward a theory ofterrodsm: Human security as a 
determinant ofterrotism. Studies in Conflict & Terrorism, 29(8), 773-796. 

Carey, S. C. (2006). The dynamic relationship between protest and repression. Political Research 
Quarterly, 59(1), 1-11. 

Chenoweth. E. (2006). Democratic pieces: Democratization and the origins of terrorism. Paper presented 
at the annual meeting of the International Studies Association, San Diego, CA. 

Chirot, D. & Hall, T. D. (1982). World-system theory. Annual Review o/Sociology, 8, 81-106. 

Collins, E. (2002). Indonesia: A violent culture? Asian Survey, 42(4), 582-604. 

Crenshaw, M. (1981). The causes of terrorism. Comparative Politics, 13(4),379-399. 

Crenshaw, M. (00.). (1995) Terrorism in context. University Park, PA: The Pennsylvania State University 
Press. 

Cronin,1. (2002). Introduction. In 1. Cronin (Ed.), Corifrontingfear: A history o/terrorism (pp. xi-xii)~ 
New York: Thurder's Mouth Press. 

14 V!MS Literature Review 

epic.org 15-04-14-DHS-FOIA-20150608-Interim-Production 000059



IHSSVIMS 

Davis, P. K, & Cragin, K (2009). Introduction. In Social science for counterterrorism: Putting the pieces 
together, pp. 71-109. Rand Corporation. 

della POlta, D. (2006). Social movements, political violence, and the state: A comparative analysis of Italy 
and Germany. New York: Cambridge University Press. 

Department of Homeland Security, Extremism and Radicalization Branch, Homeland Environment Threat 
Analysis Divisiori. (2009). Rightwing extremism: curre11;t economic and political climate fueling 
resurgence in radicalization and recruitment. 

Drake, C. J. M. (1998). The role of ideology in terrorists' tal'get selection. Terrorism & Political Violence, 
10(2),53. 

Drakos, K, & Gofas, A. (2006). In search ofthe average transnational terrorist attack venue. Defence and 
Peace Economies, 17(2),73-93. 

Dollard, J., Doob, L. W., Miller, N. E., Mowrer, W., & Sears, S. (1939). Frustration and aggression. New 
Haven, CT: Yale University Press. 

Dudley, R., & Miller, R. A. (1998). Group rebellion in the 1980s. The Journal of Conflict Resolution, 
42(1), 77-96. 

Enders, W. & Sandler, T. (2006). The political economy of terrorism. New York: Cambridge University 
Press. 

Epstein, I.M. (2002). Modeling civil violence: An agent-based computational approach. Proceedings of 
the National Academy of Sciences of the United States of America, Vol. 99, No.1 0, Supplement 
3: Arthur M. Sackler Colloquium of the Nf;ltional Academy of Sciences. Saclder Colloquium on 
Adaptive Agents, Intelligence, and Emergent Human Organization: Capturing Complexity though 
Agent-Based Modeling, 7243-7250. 

Freiburger, T., & Crane, J. (2008). A systematic examination of terrorist use of the Internet. International 
Journal ofCyber Criminology, 2(1), 309-319. 

Gibbs, J. (1989). Conceptualization ofterl'orism. American Sociological Review, 54(3),329-340. 

Gordon, A. (2004). Terrorism and knowledge growth: Databases and internet analysis. In A. Silke (Ed.), 
Research on terrorism: Trends, achievements, andfailures (pp. 104-118). London: Casso 

Green, D. P., & Shaprio, I. (1994). Pathologies of rational choice theory: A critique of applications in 
political science. New Haven, CT: Yale University Press. 

Green, K. C., & Armstrong, 1. S. (2007). The ombudsman: Value of expertise for forecasting decisions in 
conflicts. Interfaces, 37(3), 287-299. 

GUll', T. R. (1970). Why men rebel. Princeton, NJ: Princeton University Press. 

GUfr, T.T. (1988). War, Revolution, and the Growth of the Coercive State. Comparative Political Studies, 
21 (1), 45-65. 

Gurr, T. R. (2000). People vs. states. Washington, DC: U.S. Institute of Peace. 

VIMS Literature Review 15 
epic.org 15-04-14-DHS-FOIA-20150608-Interim-Production 000060



(HSS VIMS 

Heise, D. R. (~002). Understanding social interaction with affect control theory. In J. B. Berger & M. 
Zeldtlch (Eds.), New directions in contemporary sociological theory. Boulder, CO: Rowman & 
Littlefield. 

Heise, D. R. (2007). Expressive order: Confirming sentiments in social actions. New York: Springer. 

Heise, D. R., & Lerner, S. J. (2006). Affect control in international interactions. Social Forces, 85(2), 
993-1010. . . 

Helmus, T. C. (2009). Why and how some people become terrorists. In Social science for 
counterterrorism: Putting the pieces together, pp. 71-109. Rand Corporation. 

Hewitt, C. (2003). Understanding terrorism in America: From the Klan to al Qaeda. New York: 
Routledge. 

Hoffman, B. (1998). Inside terrorism. New York: Columbia University Press. . 

Hudson, R. A. (1999). The sociology and psychology 0/ terrorism.~ Who becomes a terrorist and why? A 
report prepared under an interagency agreement by the Federal Research Division, Library of 
Congress. 

Iannaccone, L., & Berman, E. (2006). Religious extremism: The good, the bad and the deadly. Public 
Choice, 128(1-2), 109-129. 

Johnston, H., Larafia, E., & Gusfield, J. R. (1994). Identities, grievances, and new social movements. In 
E. Larai'ia, H. Johnston, & J.R. Gusfield (Eds.), New social movements: From ideology to identity. 
Philadelphia: Temple Univel'sity Press. 

Kalkhoff, W. (2002). Delinquency and violence as affect control: Reviving the subcultural approach to 
criminology. Electronic Journal of Sociology, 6(3). 

Klemens, B., Epstein, J. M., Hammond, R. A., & Raifman, M. A. (in press). Empirical performance of a 
decentralized civil violence model. 

Krueger, A. B. (2007). What makes a terrorist? Economics and the roots o/terrorism. Princeton, NJ: 
Princeton University Press,. 

Krueger, A. B. & Maleckova, J. (2003). Education, poverty and terrorism: Is there a causal connection? 
Journal o/Economic Perspectives, 17(4), 119-144. 

Levitt, M. (2007). Hezbollah finances: Funding the party of God. In H. Trinkumi.s, & J. Giraldo (Eds.), 
Terrorismfinancing and state responses: A comparative perspective. Stanford, CA: Stanford 
University Press. 

L~ Q. (2005). Does democracy promote or reduce transnational terrorist incidents? Journal o/Conflict 
Resolution, 49(2), 278-297. 

Li, Q., & Schaub, D. (2004). EconomicglobaIization and transnational terrorism: A pooled time-series 
analysis. Journal o/Conflict Resolution, 48(2),230-258. 

Lichbach, M. 1. (1990).Will rational people rebel against inequality? Samson's choice. American Journal 
a/Political Science, 34(4),1049-1076. 

16 VIMS Literature Review 
epic.org 15-04-14-DHS-FOIA-20150608-Interim-Production 000061



IHSS VIMS 

Lizardo, O. (2006). The effect of economic and cultural globalization on anti-U.S. transnational terrorism 
1971-2000 . .tournaI o/World-Systems Research, 12(1), 149-186. 

Lizardo, O. (2908). Defining and theorizing terrorism: A global actor-centered approach. Journal 0/ 
World-Systems Research, 14(2), 91-118. 

McCarthy, J. D. & Zald, M. (1977). Resource mobilization and social movements: A partial theory. 
American Journal o/Sociology, 82(6), 1212-1241. 

McCauley, C. (2009). The 21-item threat criterion list: Review and suggestions. Prepared for Department 
of Homeland Security. 

McCauley, C., & Moskalenko, S. (2008). Mechanisms ofpoliticall'adicalization: Pathways toward 
terrorism. Terro~ism and Political Violence, 20, 415-433. 

Mahon, S. & Griset, P. L. (2008). Terrorism in perspective. Thousand Oaks, CA: Sage Publications Inc. 

Mascini, P. (2006). Can the violent jihad do without sympathizers? Studies in Conflict & Terrorism, 29, 
343-357. 

Minorities at Risk Project (2008). Minorities at Risk Organizational Behavior Data set. College Park, 
MD: Center for lnternational Development and Conflict Management. Available at 
http://www.cidcm.umd.edu/mar. 

Mousseau, M. (1998). Democracy and compromise in militarized interstate conflicts, 1816-1992. Journal 
of Conflict Resolution, 42(2), 210-230. 

Mozaffari, M. (1988). The new era often-orism: Approaches and typologies. Cooperation and Conflict, 
23,179-196. 

Mudde, C. (1999). The s~ngle-issue party thesis: Extreme right parties and the immigration issue. West 
European Politics, 22(3),182-197. 

Mudde, C. (2000). The ideology 0/ the extreme right. New York: Manchester University Press. 

Muller, E. N. (1985). Income inequality, regime repressiveness, and political violence. American 
Sociological Review, 50(1),47-61. 

Muller) E.N. & Seligson, M. (1987). Inequality and insurgency. American Political Science Review, 81, 
425-449. 

Muller) E. N., & Weede, E. (1994). Theories of rebellion: Relative deprivation and power contention. 
Rationality and Society, 6(1),40-57. 

Noricks, D. M. E. (2009). Disengagement and del'adicaHzation: Processes and programs. In P. K. Davis & 
/ K. Cragin (Bds.), Social science/or counterterrorism: Putting the pieces together. Rand National 

Defense Research Institute. 

Ortiz, D. G. (2007). Confronting oppression with violence: Inequality, military infi'astructul'e and 
dissident repression. Mobilization: An International Quarterly, 12(3),219-238. 

VIMS Literature Review 17 
epic.org 15-04-14-DHS-FOIA-20150608-Interim-Production 000062



IHSSVIMS 

Osgood, C. E., May, W. H.~ & Miron, M. S. (1915). Cross-cultural universals of qffective meaning. 
Urbana, IL: University of Illinois Press. 

Osgood, C. E., Suci, G. C., & Tannenbaum, P. H. (1957). The measurement o/meaning. Urbana, IL: 
University of Illinois Press. 

Olzak, S. (1990). The political context of competition: Lynching and urban racial violence, 1882-1914. 
Social Forces, 69(2),395-421. 

Olzak, S. (1992). The dynamics 0/ ethnic competition and conflict. Stanford, CA: Stanford University 
Press. " 

Paul, C. (2009). How do terrorists generate and maintain support? lit Social Science for 
Counterterrorism: Putting the Pieces Together, pp 113-150. Rand Corporation. 

Piazza, J. A. (2006). Rooted in poverty? Terrorism, poor economic development, and social cleavages. 
Terrorism and Political Violence., 18(1), 159-177. 

Piazza, J. A. (2007). Draining the swamp: Democracy promotion, state failure, and terrorism in 19 Middle 
Eastern countries. Studies in Conflict and Terrorism, 30(6), 521-539". 

Post, J. M., Ruby, K. G., & Shaw, E. D. (2002a). The radical group in context: 1. An integrated 
framework for the analysis of group tisk for terrorism. Studies in ConfliCt & Terrorism, 25, 73-
100 . 

. Post, J. M., Ruby, K. G., & Shaw, E. D. (2002b). The radical group in context: 2. Identification of critical 
elements in the analysis of risk for terrorism by radical group by type. Studies in Conflict & 
Terrorism, 25, 100-126. 

Powell, R. (2007). Defending against ten'orist attacks with limited resources. American Political Science 
Review, 101(3),527-541. 

Quillian, L. (1995). Prejudice as a response to perceived group threat: Population composition and anti­
immigrant racial prejudice in Europe. Amel'ican Sociological Review, 60(4), 586-611. 

Regan, P. M., & Norton, D. (2005). Greed, grievance, and mobilization in civil wars. Journalo/Conflict 
"Resolution, 49,3, 319-36: 

Reid, E., & Chen, H. (2007). Mapping the contemporary terrorism researcl~ domain. Intemational 
Journal ofHumim-Computer Studies, 65,42-56. . 

Robinson, D. T., Smith-Lovin, L., & Tsoudis, O. (1994). Heinous crime or unfortunate accident? The 
effects of remorse on responses to mock criminal confessions. Social Farces) 73(1),175-90. 

Roessler, P. (2005). Donor-induced democratization and the privatization of state violence in Kenya and 
" Rwanda. Comparative Politics, 37(2), 207-227. 

Ruby, C. L. (2002a). The definition of terrorism. Analyses o/Social Issues and Public Policy, 2,9-14. 

Ruby, C. L. (2002b). Are terrorists mentally deranged? Analyses. 0/ Social Issues and Public Policy, 2, 
15-26.' " " 

18 VIMS Literature Review 

epic.org 15-04-14-DHS-FOIA-20150608-Interim-Production 000063



IHSS VIMS 

Saxton, O. D. (2005). Repression, grievances, mobilization and rebellion: A new test of Gun's model of 
ethnopolitical rebellion. International Interactions, 31(1), 87-116. 

Scheepers, P., Gijsberts, M., & Coenders, M. (2002). Ethnic exclusionism in European countries: Public 
opposition to civil rights for legal migrants as a response to perceived ethnic threat. European 
Sociological Review, 18(1), 17-34. . 

Schmid, A. P. & Jongman, A. J. (2005). Political terrorism: A new guide to actors, authors, concepts, 
databases, theories, and literature. Piscataway, NJ: Transaction Publishers. 

Schneider, S. L. (2008). Anti-immigl'ant attitudes in Europe: Outgroup size and perceived ethnic threat. 
European Sociological.Review, 24(1),53-67. 

Schultz, R. (1978). Conceptualizing political terrorism: A typology. Journal of International Affairs, 
32(1), 7-15. . 

Schwartz, D. M. (1998). Environmental terrorism: Analyzing the concept. Journal of Peace Studies, 
35(4),483-496. 

Semyonov, M., Raijman, R., & Gorodzeisky, A. (2006). The rise of anti-foreigner sentiment in European 
societies, 1988-2000. American Sociological Review, 71(3),426-449. 

SiIke, A. (2004a). The devil you know: Continuing problems with research on terrorism. hl A. Silke 
(Ed.), Research on terrorism: Trends, achievements andfailures. London: Casso 

SiIke, A. (2004b). The road less traveled: Recent trends in terrorism research. In A. Silke (Ed.), Research 
on terrorism: Trends, achievements andfailures. London: Casso 

Smith, B. (1994). Terrorism in America: Pipe bombs and pipe dreams. Albany: State University Press, 
Albany. 

Snyder, D. (1978). Collective violence: A research agenda and some strategic considerations. The Journal 
of Conflict Resolution, 22(3), 499-534. 

Snyder, D., & Tilly, C. (1972). Hardship and collective violence in France. American Sociological 
Review, 37, 520...,.32. 

Strang, S. J. (2005), Project SLEIPNIR: An analytical technique for operational priority setting. 
Proceedings a/International Conference on Intelligence Analysis, pp. 1-5. 

Tetlock, P. E. (1999):Theory~driven reasoning about plausible pasts and probable futures in world 
politics: Are we prisoners of our preconceptions? American Journal of Political Science, 43(2), 
335-366. 

Tilly, C. (1978) . .From mobilization to revolution. Reading, MA: Addisol1~Wesley. 

Tolsma, J., Lubbers, M., & Coendel's, M. (2008). Ethnic competition and opposition to ethnic 
intermaniage in the Netherlands: A multi-level approach. European Sociological Review, 24(2), 
215-230. 

VIMS Literature Review 19 
epic.org 15-04-14-DHS-FOIA-20150608-Interim-Production 000064



IHSSVlMS 

Turner, J. H. & Stets, J. E. (2006). Sociological theories of human emotion. Annual Review 0/ Sociology, 
32,25-52. 

Victoroff, J. (2005). The mind of a terrorist: A review and critique of psychological approaches. Journal 
o/Conflict Resolution, 49(1),3-42. 

Weede, E. (1987). Some new evidence on correlates of political violence: Income inequality, regime 
repressiveness, and economic developJ.llent. European Sociological Review, 3(2),97-108 .. 

Weede, E. & Muller, E. N. (1990) Cross-National Variation in Political Violence . .Journal o/Conflict 
Resolution, 34, 624--651. 

Wilkinson, P. (1986). Terrorism and the liberal state. New York: New York University Press. 

Wilkinson, P. (1995). Violence and terror and the extreme right. Terrorism and Political Violence, 7(4), 
82-93. ' 

20 VIMS Literature Review 

i 
t C' I 

, 1 t 

i 
I' 
I 
i 
I 
I' 
I. 
I. 
j: 

r 
i: 
I 

epic.org 15-04-14-DHS-FOIA-20150608-Interim-Production 000065




