June 27, 2017

The Honorable Robert Latta, Chairman
The Honorable Janice Schakowsky, Ranking Member
U.S. House Committee on Energy & Commerce
Subcommittee on Digital Commerce and Consumer Protection
2125 Rayburn House Office Building
Washington, DC 20515

RE: Hearing on “Self-Driving Vehicle Legislation”

Dear Chairman Latta and Ranking Member Schakowsky:

We write to you regarding the hearing on “Self-Driving Vehicle Legislation.” We appreciate the Subcommittee’s request for comments from EPIC on the proposed legislation.

EPIC has previously testified before Congress on “The Internet of Cars” and will be participating in the joint FTC / NHTSA workshop this week on “Privacy, Security Issues Related to Connected, Automated Vehicles.”

EPIC appreciates the Subcommittee’s interest in the privacy and cybersecurity risks of automated vehicles, as well as the effort to ensure that the safety and privacy of American consumers is protected. EPIC also supports the role of state regulators in crafting strong privacy regulations to safeguard consumers. At present, more than 18 states have adopted legislation concerning “self-driving vehicles” to safeguard consumers. At the outset, we recommend federal baseline legislation that allows states to regulate upward as new privacy and security risks are identified.

Let NHTSA Enforce Autonomous Vehicle Driving Regulations (LEAD’R) Act

EPIC has long opposed federal preemption where privacy interests are concerned. EPIC believes that this bill needs substantial revisions. The purpose of this advisory committee appears to be to keep the public in the dark about how autonomous vehicles are being developed. The public has a right to know whether the vehicles being marketed to them are safe and have gone through rigorous testing. Information sharing among manufacturers of highly automated vehicles is important as sharing such information will ultimately produce a safer

5 See e.g. Electronic Communications Privacy Act; Right to Financial Privacy Act; Cable Communications Privacy Act; Video Privacy Protection Act; Employee Polygraph Protection Act; Telephone Consumer Protection Act; Driver’s Privacy Protection Act; Gramm-Leach-Bliley Act.
6 See Hillsborough County v. Automated Medical Laboratories, 471 U.S. 707 (1985) (there is a "presumption that state or local regulation of matters related to health and safety is not invalidated under the Supremacy Clause"). Privacy is included in the category of health and safety issues as an area of regulation historically left to the states. For instance, in Hill v. Colorado, the Supreme Court upheld a law protecting the privacy and autonomy of individuals seeking medical care, as the law was intended to serve the "traditional exercise of the States' 'police power to protect the health and safety of their citizens.'" 530 U.S. 703 (2000).
product. However, the public has a right to be aware of the problems that may be associated with these vehicles.

Transparency in automated vehicle development will likely improve consumer trust and confidence. Despite the industry’s rush to produce these vehicles, consumer confidence in automated vehicles is low. Encouraging manufacturers to intentionally kept secrets from the public will only serve to harm consumer trust.

Finally, as with the Automated Drivers Cybersecurity Council proposed legislation, if an advisory committee is formed to help facilitate information sharing, the committee should include non-profit consumer advocacy groups.

Guarding Automakers Against Unfair Advantages Reported in Public Documents Act

While EPIC respects the need of manufacturers to protect some information, not all information related to autonomous vehicles is a trade secret. Reports relating to crash data, cybersecurity, and object detection should not be considered proprietary information. Releasing such information to the public and sharing it with other manufactures is vital to ensure consumer confidence.

EPIC is a leading advocate for algorithmic transparency. The need for transparency in automated vehicles will only increase in importance as algorithms make decisions for vehicles. This is especially true if the cars are designed in a way where the decision they make regarding how to respond to unexpected objects in the road may be different than that of a human driver. Algorithmic transparency is necessary to allow for consumer trust in automated vehicles. Instead of paving the way for companies to allow these companies to keep their algorithms secret, Congress should encourage transparency. The algorithms used in autonomous vehicles may have severe consequences for the safety of the driver, passenger, and individuals in the vicinity of autonomous vehicles. Consumers deserve to know what their car is programmed to do, and our roads will be safer if they do.

Managing Government Efforts to Minimize Autonomous Vehicle Obstruction Act

Autonomous vehicles fall into the regulatory jurisdiction of several agencies. We support efforts to combine NHTSA’s engineering expertise with the FTC’s expertise in the fields of data privacy and data security. We note also the important collaboration this week between NHTSA

---


8 *Algorithmic Transparency: End Secret Profiling*, EPIC, [https://epic.org/algorithmic-transparency/].
and the FTC in the joint workshop on “Privacy, Security Issues Related to Connected, Automated Vehicles.”

Conclusion

We ask that this letter be entered in the hearing record.

EPIC looks forward to working with the Committee on these issues of vital importance to the American public.

Sincerely,

/s/ Marc Rotenberg
Marc Rotenberg
EPIC President

/s/ Caítriona Fitzgerald
Caítriona Fitzgerald
EPIC Policy Director

/s/ Kim Miller
Kim Miller
EPIC Policy Fellow
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