February 5, 2020

The Honorable Bennie Thompson, Chairman
The Honorable Mike Rogers, Ranking Member
Committee on Homeland Security
U.S. House of Representatives
H2-176 Ford House Office Building
Washington, D.C. 20515

Dear Chairman Thompson and Ranking Member Rogers:

We write to you in advance of the hearing on “About Face: Examining the Department of Homeland Security’s Use of Facial Recognition and Other Biometric Technologies, Part II.” EPIC supports a moratorium on facial recognition technology for mass surveillance. This Committee should halt DHS’s use of face surveillance technology.

The Electronic Privacy Information Center (“EPIC”) is a public interest research center established in 1994 to focus public attention on emerging privacy and civil liberties issues. EPIC is focused on protecting individual privacy rights, and we are particularly interested in the privacy problems associated with surveillance. Last year, EPIC filed a lawsuit against the Customs and Border Protection (“CBP”) agency for failure to establish necessary privacy safeguards for the collection of facial images at US borders.

**A Call to Ban Face Surveillance**

EPIC and the Public Voice Coalition are leading a global campaign to establish a moratorium on “face surveillance,” the use of facial recognition for mass surveillance. In October 2019 more than 100 NGO's and hundreds of experts endorsed our petition. The signatories stated:

- We urge countries to suspend the further deployment of facial recognition technology for mass surveillance;

---

• We urge countries to review all facial recognition systems to determine whether personal data was obtained lawfully and to destroy data that was obtained unlawfully;

• We urge countries to undertake research to assess bias, privacy and data protection, risk, and cyber vulnerability, as well as the ethical, legal, and social implications associated with the deployment of facial recognition technologies; and

• We urge countries to establish the legal rules, technical standards, and ethical guidelines necessary to safeguard fundamental rights and comply with legal obligations before further deployment of this technology occurs.

Courts and regulators are also listening. There is growing awareness of the need to bring this technology to a halt. The state of California prohibited the use facial recognition on police-worn body cameras. Several cities in the U.S. have banned the use of facial recognition systems, and there is a growing protest around the world. For example, In 2019 the Swedish Data Protection Authority prohibited the use of facial recognition in schools. EPIC has published a resource of laws, regulations, legal decisions and reports on face surveillance worldwide at https://epic.org/banfacesurveillance/.

**Threats to Privacy and Civil Liberties**

Facial recognition poses serious threats to privacy and civil liberties and can be deployed covertly, remotely, and on a mass scale. There is a lack of well-defined regulations controlling the collection, use, dissemination, and retention of biometric identifiers. Ubiquitous identification by commercial or government entities eliminates the individual’s ability to control the disclosure of their identities, creates new opportunities for tracking and monitoring, increases the security risks from data breaches. An individual’s ability to control disclosure of his or her identity is an essential aspect of personal freedom and autonomy. The use of facial recognition erodes these freedoms.

There is little a person in the United States could do to prevent the capture of their image by the government or a private company if face surveillance is deployed. Participation in society necessarily requires participation in public spaces. But ubiquitous and near effortless identification eliminates the individual’s ability to control the disclosure of their identities to others. Strangers will know our identities as readily as our friends and family members.

**Use of Face Surveillance in China**

Face surveillance capabilities have been on full display in China. China is not only the leading government for face surveillance technology, it is also the leading exporter of the technology.7 The Chinese government has implemented a massive facial recognition surveillance system.8 China has leveraged its surveillance network to implement an "advanced facial recognition

---

technology to track and control the Uighurs, a largely Muslim minority." And China continues to expand the use of facial recognition technology. A university in China is testing the use of facial recognition to monitor whether students attend classes and to track their attention during lectures. To register a new mobile phone number in China now requires one to submit to a facial scan. Trials have also begun to use facial recognition at security checkpoints in the subway system.

In Hong Kong, where protests have been ongoing since March, face scans have become a weapon. Protesters fear that facial recognition technology is being used to identify and track them. In response to this fear, protesters have resorted to covering their faces and have taken down facial recognition cameras. Hong Kong reacted by banning masks and face paint. Many of the demonstrators worry that the mass surveillance implemented on the mainland of China will be implemented in Hong Kong.

**Face Surveillance in the United States**

The implementation of facial recognition technology by government and commercial actors in the United States is pushing the U.S. towards a similar mass surveillance infrastructure. Already some schools are implementing the use of facial recognition technology. Customs and Border Protection (CBP) is using facial recognition on travelers entering and exiting the U.S. And airlines are using CBP’s facial recognition system to conduct flight check-ins, check bags, and board flights. The Rochester airport has implemented the surveillance infrastructure to perform facial recognition on every person that enters the airport. Amazon drafted plans to use their Ring
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surveillance cameras to create neighborhood watch lists that leverage facial recognition. Retailers have implemented the use facial recognition at their stores. A landlord in Brooklyn wanted to use facial recognition as the means to gain entry into a rent-stabilized apartment building. Facial recognition is being used at major sporting events and concerts. And the companies that are creating the facial recognition algorithms are often using—without consent—millions of photos scraped from social media sites and other webpages in order train the algorithms.

It is important to note that not all uses of facial recognition are equally problematic. For instance, where the user has control and there is no government mandate, such as using Face ID for iPhone authentication, the same privacy issues do not arise. Facial recognition can also be used for verification or authentication using 1:1 matching – that is, where the system does not check every record in a database for a match, but matches the individual’s face to their claimed identity. This 1:1 matching is a much more privacy protective implementation of facial recognition. 1:1 matching does not require a massive biometric database, there is no need to retain the image, and the machines conducting the 1:1 match do not need to be connected to the cloud. Such an implementation virtually eliminates data breach risks and the chance of mission creep.

**Face Surveillance in Airports**

Recently, new privacy risks have arisen with the deployment of facial recognition technology at U.S. airports following a 2017 Executive Order to “expedite the completion and implementation of biometric entry exit tracking system.” Customs and Border Protection (“CBP”) has now implemented the Biometric Entry-Exit program for international travelers at 17 airports. TSA is
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quickly moving to leverage CBP's Biometric Entry-Exit program to expand the use of facial recognition at airports.\textsuperscript{28}

TSA has already deployed facial recognition technology at two TSA Checkpoints.\textsuperscript{29} In September 2018, TSA released a “TSA Biometrics Roadmap,” detailing its plans to use facial recognition, including on domestic travelers.\textsuperscript{30} The Roadmap makes clear TSA's intention to leverage CBP's facial recognition capabilities implemented as part of the Biometric Entry-Exit Program. But corresponding privacy safeguards have not yet been established.

In response to EPIC’s Freedom of Information Act request, CBP recently released 346 pages of documents detailing the agency’s scramble to implement the flawed Biometric Entry-Exit system, a system that employs facial recognition technology on travelers entering and exiting the country. The documents obtained by EPIC describe the administration’s plan to extend the faulty pilot program to major U.S. airports. The documents obtained by EPIC were covered in-depth by Buzzfeed.\textsuperscript{31}

Based on the documents obtained, EPIC determined that there are few limits on how airlines will use the facial recognition data collected at airports.\textsuperscript{32} Only recently has CBP changed course and indicated that the agency will require airlines to delete the photos they take for the Biometric Entry-Exit program.\textsuperscript{33} No such commitment has been made by TSA. Indeed, TSA's Roadmap indicates that the agency wants to expand the dissemination of biometric data as much as possible, stating:

TSA will pursue a system architecture that promotes data sharing to maximize biometric adoption throughout the passenger base and across the aviation security touchpoints of the passenger experience.\textsuperscript{34}

TSA seeks to broadly implement facial recognition through "public-private partnerships" in an effort to create a "biometrically-enabled curb-to-gate passenger experience."\textsuperscript{35} Currently, TSA plans to implement an opt-in model of facial recognition use for domestic travelers but there are no

\textsuperscript{34} TSA, \textit{TSA Biometrics Roadmap}, 17 (Sept. 2018).
\textsuperscript{35} Id. at 19.
guarantees that in the future TSA will not require passengers to participate in facial recognition or make the alternative so cumbersome as to essentially require passengers to opt-in.

Preserving the ability of U.S. citizens to forgo facial recognition for alternative processes is one of the privacy issues with CBP's Biometric Entry-Exit program. Senator Markey (D-MA) and Senator Lee (R-UT) called for the CBP to suspend facial recognition at the border to ensure that travelers are able to opt-out of facial recognition if they wish.\textsuperscript{36}

In fact, EPIC recently sued CBP for all records related to the creation and modification of alternative screening procedures for the Biometric Entry-Exit program.\textsuperscript{37} The alternative screening procedure for U.S. travelers that opt-out of facial recognition should be a manual check of the traveler's identification documents. CBP, however, has provided vague and inconsistent descriptions of alternative screening procedures in both its “Biometric Exit Frequently Asked Questions (FAQ)” webpage\textsuperscript{38} and the agency's privacy impact assessments.\textsuperscript{39} The creation and modification of CBP's alternative screening procedures underscores CBP's unchecked ability to modify alternative screening procedures while travelers remain in the dark about how to protect their biometric data.

\textbf{Face Surveillance and AI}

It is also becoming increasingly clear that AI tools are being deployed with facial recognition to accelerate the deployment of technology not only for identification but also for scoring. As we explained recently in the New York Times, “The United States must work with other democratic countries to establish red lines for certain AI applications and ensure fairness, accountability, and transparency as AI systems are deployed.”\textsuperscript{40} In a subsequent letter to the New York Times, we


warned of the growing risk of the Chinese AI model, and specifically explained, “China also dominates the standards-setting process for techniques like facial recognition.”\(^{41}\)

Society is simply not in a place right now for the wide-scale deployment of facial recognition technology. It would be a mistake to deploy facial recognition at this time. We urge the Committee to support a ban of DHS’s further deployment of face surveillance technology.

We ask that this statement be entered in the hearing record. EPIC looks forward to working with the Committee on these issues of vital importance to the American public.

Sincerely,

/s/ Marc Rotenberg  
Marc Rotenberg  
EPIC President

/s/ Caitriona Fitzgerald  
Caitriona Fitzgerald  
EPIC Policy Director

/s/ Jeramie Scott  
Jeramie Scott  
EPIC Senior Counsel

Attachment

Declaration: A Moratorium on Facial Recognition Technology for Mass Surveillance  
The Public Voice, Tirana Albania (October 2019)

---

We the undersigned call for a moratorium on the use of facial recognition technology that enables mass surveillance.

We recognize the increasing use of this technology for commercial services, government administration, and policing functions. But the technology has evolved from a collection of niche systems to a powerful integrated network capable of mass surveillance and political control.

Facial recognition is now deployed for human identification, behavioral assessment, and predictive analysis.

Unlike other forms of biometric technology, facial recognition is capable of scrutinizing entire urban areas, capturing the identities of tens or hundreds of thousands of people at any one time.

Facial recognition can amplify identification asymmetry as it tends to be invisible or at best, opaque.

Facial recognition can be deployed in almost every dimension of life, from banking and commerce to transportation and communications.

We acknowledge that some facial recognition techniques enable authentication for the benefit of the user. However facial recognition also enables the development of semi-autonomous processes that minimize the roles of humans in decision making.

We note with alarm recent reports about bias, coercion, and fraud in the collection of facial images and the use of facial recognition techniques. Images are collected and used with forced consent or without consent at all.

We recall that in the 2009 Madrid Declaration, civil society called for a moratorium on the development or implementation of facial recognition, subject to a full and transparent evaluation by independent authorities and through democratic debate.

There is growing awareness of the need for a moratorium. In 2019 the Swedish Data Protection Authority prohibited the use of facial recognition in schools. The state of California prohibited the use facial recognition on police-worn body cameras. Several cities in the United States have banned the use of facial recognition systems, and there is growing protest around the world.

Therefore

1. We urge countries to suspend the further deployment of facial recognition technology for mass surveillance;
2. We urge countries to review all facial recognition systems to determine whether personal data was obtained lawfully and to destroy data that was obtained unlawfully;
3. We urge countries to undertake research to assess bias, privacy and data protection, risk, and cyber vulnerability, as well as the ethical, legal, and social implications associated with the deployment of facial recognition technologies; and
4. We urge countries to establish the legal rules, technical standards, and ethical guidelines necessary to safeguard fundamental rights and comply with legal obligations before further deployment of this technology occurs.