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Executive Summary

Unfair data collection practices and surveillance have eroded consumer privacy, and this ever present and unwanted observation constitutes a substantial injury to consumers. This paper argues that the Federal Trade Commission (FTC) should use its Section 5 unfairness authority to establish a Data Minimization Rule to prohibit all secondary data uses with limited exceptions, ensuring that people can safely use apps and online services without having to take additional action. It also lays out two additional options to consider should the FTC decline to prohibit all secondary uses: prohibit specific secondary data uses, such as behavioral advertising or the use of sensitive data; or mandate a right to opt out of secondary data use, including through global opt-out controls and databases.

Additionally, to supplement this Data Minimization Rule, the FTC should adopt data transparency obligations for primary use of data; civil rights protections over discriminatory data processing; nondiscrimination rules, so that users cannot be charged for making privacy choices; data security obligations; access; portability; correction; and deletion rights. In addition, the FTC should prohibit the use of dark patterns with respect to data processing.

The FTC has wide authority to issue prescriptive rules in order to forestall business practices that can cause consumer injury. With respect to judicial interpretation, the courts generally give broad deference to expert agencies’ interpretation of their substantive statutes, and these privacy regulations are likely to withstand First Amendment scrutiny.
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I. Introduction

In the absence of comprehensive privacy rules, the surveillance of internet users has become omnipresent over the last thirty years and the profiling, targeting, and monetizing of consumers’ online behaviors has become endemic.¹ The Federal Trade Commission (“FTC” or “Commission”) has explored this problem in numerous workshops and studies,² and the European Union (EU), through the General Data Protection Regulation (GDPR), and some states, such as California through the California Consumer Privacy Act (CCPA), have begun to establish baseline privacy protections.³ Those protections, however, are largely procedurally focused, with far too little substantive protection. Crucially, there is no comprehensive federal privacy law in the United States that allocates responsibilities with respect to user data, restricts data collection and use, or establishes standards for data security, access, or accountability. The FTC has brought a number of important privacy enforcement actions against companies for violating general purpose consumer protection law or sectoral privacy legislation, but those actions have not been successful in comprehensively reforming industry practices. The President of the United States recently emphasized the need for federal guidelines to rein in data collection, use, and disclosure: His executive order encouraged the FTC to pursue a rulemaking to address “unfair data collection and surveillance practices that may damage competition, consumer autonomy, and consumer privacy.”⁴

To address unfair surveillance and data collection practices that endanger consumer privacy and autonomy, it is necessary to limit wide scale tracking and profiling of consumers online. One of the core principles underlying modern privacy and data protection laws, the data minimization principle, provides that data should only be collected, used, or disclosed as reasonably necessary to provide the service requested by a consumer. People should be able to use the internet and apps, including for work and school, with their privacy protected by default. They should be able to take advantage of new technologies and services without fear that their choices and behaviors will be logged and tracked by other companies or used against

their interests. As the FTC begins to consider potential privacy rules in response to the President’s executive order, it should prioritize restrictions that address and limit data collection as well as secondary uses and disclosure of the data that is amassed and stored.

This paper argues the FTC should promulgate a Data Minimization Rule under the unfairness prong of Section 5 to regulate secondary data processing. We present three different possible approaches for how the FTC could draft such a rule, and provide legal justification, as well as the policy considerations, for each path:

- Prohibit all secondary data uses with limited exceptions;
- Prohibit specific secondary data uses, such as behavioral advertising or the use of sensitive data; or
- Mandate a right to opt out of secondary data use, including through global opt-out controls and databases.

Of these options, we believe that the first — prohibiting secondary use with narrow carveouts — would be the most effective in safeguarding consumers’ expectations and fundamental right to privacy. However, we also offer alternative paths that, while less expansive, could still offer robust protections to consumers without constantly burdening them with privacy choices and consent requests.

In addition, we propose that the FTC draft additional rules for consumers, consistent with the Fair Information Practices Principles, to better ensure data privacy and security. These provisions could be formulated in tandem with a Data Minimization Rule, or as part of separate proceedings:

- Establish data transparency obligations for primary use of data;
- Establish civil rights protections over discriminatory data processing;
- Establish nondiscrimination rules, so that users cannot be charged for making privacy choices;
- Establish data security obligations;
- Secure access, portability, correction, and deletion rights over data collected about a consumer; and
- Prohibit the use of dark patterns around data processing.

The FTC has over the last twenty years exercised regulatory authority under Section 5 of the FTC Act to limit unfair and deceptive privacy practices, but the Commission has not established comprehensive rules to prevent and limit privacy injuries. The FTC has ample authority to pursue such a rulemaking under Section 5. Courts have made clear that the FTC has broad authority to define unfair trade practices on a discretionary basis, and thus the power to address the substantial privacy harms caused by behavioral advertising and the related excessive collection, use, and disclosure of user data. In its privacy cases over the last twenty years, the FTC established that businesses can be liable when they collect, use, or disclose data in ways that exceed consumers’ expectations. Further, recent FTC enforcement actions
highlight the breadth of privacy injuries that fall under the FTC’s Section 5 authority. For example, the FTC’s complaint and consent order with Zoom Video Communications showed that even potential exposure of personal data (and thus the risk of injury) can constitute a substantial injury, as can the circumvention of a platform’s privacy settings.5

This paper will first discuss the problem to be solved — the wholesale erosion of privacy in recent years. It will then analyze the FTC’s legal authority to issue regulations under its Section 5 unfairness authority. While the FTC has only used this authority sparingly, it has wide discretion in using this power to issue prescriptive rules to forestall business practices that can cause consumers substantial injury.

We then present the three potential options for a Data Minimization Rule to limit companies’ secondary use of consumers’ personal information, along with an analysis of how each could be justified under the FTC’s Section 5 authority. Next, we discuss other attributes of privacy law and how they would be justified under unfairness as well. Finally, we discuss potential judicial review of FTC privacy rules, describing how the courts generally give broad deference to expert agencies’ interpretation of their substantive statutes, and why privacy regulations are likely to withstand First Amendment scrutiny.

II. Problem Statement: Unwanted Surveillance Harms Consumers

Consumers are constantly tracked: online, through their use of apps, and in the physical world, via cameras and the like. This information reveals consumers’ most sensitive characteristics, including health conditions, sexual orientation, sexual activities, gender, political affiliations, and union membership, and is transferred to hundreds, if not thousands, of different companies, typically without their knowledge or consent.6 The current “notice and choice” regime, in which consumers are expected to read extensive privacy policies and make “all or nothing” decisions about whether to use an online service or app, makes it impossible for consumers to meaningfully participate in the market while protecting their privacy. Even if consumers had the time to read every privacy policy and statement, they would in most cases come away with woefully incomplete information. Such policies tend to be vague and expansive, designed to protect a company from liability rather than inform privacy-conscious consumers. In many cases, the companies themselves have not decided to whom data will be sold and the purposes for which it will be used. It is impossible for consumers to assess the cost of a loss of control over their personal information, or to determine a value and “trade” their data for goods or services.

Fundamentally, much data processing — notably much secondary data processing, or processing not directly in service of fulfilling a consumer’s request — fundamentally violates consumers’ right to privacy — the “right to be let alone,” as articulated by Samuel Warren and

5 Compl., In the Matter of Zoom Video Communications, Inc., Comm’n File No. 1923167 (Nov. 9, 2020).
Louis Brandeis. This concept has been incorporated into federal privacy laws like the Privacy Act of 1974. It has been further developed by scholars, including Helen Nissenbaum, who has argued that much data disclosure and secondary use betrays the original purpose of the collection and expectations of individuals, which she describes as contextual integrity. Indeed, intrusion upon seclusion has long been recognized as a privacy tort, and consumers will always have a legitimate interest in constraining unnecessary processing of their data.

As such, rather than focus entirely on specific injuries tied to the collection and use of data, the FTC should recognize that the unwanted observation, through excessive data collection and use, is harmful in and of itself. It necessarily subjects consumers to the risk of data breaches, employee misuses, unwanted secondary uses, inappropriate government access, and can have a chilling effect on consumers’ willingness to adopt new technologies, and to engage in free expression. Privacy scholars Danielle Citron and Daniel Solove have identified myriad privacy harms that go beyond economic and physical harm that stem from secondary data processing, including psychological harms, reputational damage, and restricting or unduly influencing consumers’ choices. Given companies’ strong incentives to continue to freely collect data, self-regulation has not been and will never be sufficient to protect consumers against these harms. And with the ever-growing sophistication of technology, without policy intervention, unwanted, unexpected, and ultimately disadvantageous (to individuals) surveillance will only become more widespread.

The tracking implemented by platforms like Google and Facebook is not technically necessary to rendering services, and it assaults long-held norms surrounding privacy. For instance, letter writing has long been a private activity, protected by law. Americans have a legally protected interest in the confidentiality of their postal mail and their telephonic conversations. Google’s implementation of email, however, sought to track both content and the identity of communicating parties in a way that would violate criminal statutes if performed in the postal mail or telephone. For another example, consider search: the librarian who would assist a patron in finding information owed a duty of confidentiality to the patron and could not retain transactional records of book borrowing. Google’s implementation of search turns this on its head, making information retrieval a commercial transaction, even where the user seeks knowledge of medical conditions.

At a time where it often feels like the country is deeply divided on policy issues, polls repeatedly show that Americans are unified on privacy. In a survey recently conducted by the Future of Technology Commission, a staggering eighty-six percent agreed that “it should be illegal for private companies to sell or share information about people no matter what” and only forty-six percent agreed that it would be okay for companies to “sell consumers’ data as long as
they are transparent about how the data is used and make it clear to consumers.” Americans don’t want companies to put more disclosures in privacy policies, they want them to stop trafficking in personal data. And the number of consumers, and the amount of personal information, implicated by companies’ data practices is staggering. 90% of consumers reported that the internet has been either “essential or important” to them during the first year of the Covid-19 crisis and associated lockdowns. The average consumer spends nearly seven hours online each day. According to a recent FTC report, one ISP alone has 370 million consumer relationships (compared to a US population of nearly 330 million). Yet another ISP, according to the report, served one trillion ad requests each month.

The risk of security incidents and breaches is amongst the strongest rationales for limiting unnecessary collection of personal information. Security incidents and breaches are commonplace. As former FBI Director Robert S. Mueller quipped, “There are only two types of companies: Those that have been hacked and those that will be hacked.” What this means is that companies that collect personal information routinely fail to live up to their security responsibilities and allow information to be acquired by hackers and hostile governments. In many cases, this information is not only stolen by hackers, but also uploaded to Torrent files, where they are available to anyone. Constella Intelligence found evidence of over 8,500 separate breaches — concerning 12 billion records — circulating on dark web services in 2020.

Because companies routinely fail to implement even basic security precautions (despite legal obligations to do so), and because even sophisticated technical powerhouses such as Google fall victim to intrusions that result in total collapse of confidentiality, companies collect data at the peril of the consumer. Companies enjoy the benefit of data collection activities while externalizing the costs of insecurity. Furthermore, consumers have no ability to evaluate

---

14 Id.
15 See Mahmood Sher-Jan, *Is it an incident or a breach? How to tell and why it matters*, IAPP (Feb. 28, 2017), https://iapp.org/news/a/is-it-an-incident-or-a-breach-how-to-tell-and-why-it-matters/ These are two distinct kinds of spills of personal information. Security incidents are revelations of user information that do not require notice to users and regulators. Security breaches are those incidents that require notice under state laws and other regulations.
security practices of companies and no defenses against hacks and dumps of their personal information. The most efficacious countermeasure for this peril is the limitation of how much and what data may be collected.

For these reasons, it is essential that the FTC pursue a privacy rulemaking to establish meaningful data minimization. Below, we outline the FTC’s authority to pursue such a rule, lay out three possible approaches to minimizing data processing, and discuss key additional protections, such as transparency obligations for primary data use; civil rights protections; non-discrimination to prevent charging consumers for exercising their privacy rights; data security, access, portability, correction and deletion rights; and a prohibition on dark patterns.

III. The FTC’s Authority to Promulgate Unfair Trade Practices Rules

The Federal Trade Commission is broadly charged with prohibiting unfair trade practices, which include “[u]nfair methods of competition in or affecting commerce, and unfair or deceptive acts or practices in or affecting commerce.”18 “Unfair methods of competition” and “unfair or deceptive acts and practices” are separate legal authorities; while the FTC has traditionally viewed privacy issues through the lens of “unfair and deceptive,” the FTC has in some ways broader (if untested) authority under “unfair methods of competition,” including the ability to use Administrative Procedure Act rulemaking.19 Last year, the advocacy group Accountable Tech filed a petition with the FTC asking the agency to ban surveillance advertising under its “unfair methods of competition” authority.20 This paper focuses instead on the FTC’s powers under “unfair and deceptive acts and practices,” the traditional source of the FTC’s privacy jurisprudence. Ultimately, however, our goal is to see the enactment of a robust Data Minimization Rule and related privacy protections; if the FTC decides it has a stronger case to justify such rules under “unfair methods of competition,” we would strongly support such an effort.

Under its authority to prevent unfair and deceptive practices,21 the Commission is specifically authorized to issue trade regulation rules “which define with specificity acts or practices which are unfair or deceptive acts or practices in or affecting commerce[.]”22 As will be discussed below, this rulemaking authority is more constrained than traditional APA rulemaking, but the FTC nonetheless has broad discretion to issue regulations that proscribe “prevalent” business practices that cause consumers significant injury. A violation of a trade regulation rule constitutes an unfair or deceptive act or practice unless the Commission provides otherwise in the rule.23

---

23 16 C.F.R. § 1.8(a).
Congress has also charged the Commission with promulgating non-binding “interpretive rules and general statements of policy with respect to unfair or deceptive acts or practices in or affecting commerce” and also “rules which define with specificity acts or practices which are unfair or deceptive acts or practices in or affecting commerce.” Under Section 5(m)(1)(A) of the FTC Act, the FTC can pursue civil monetary penalties against any firm that knowingly violates a trade regulation rule with respect to unfair or deceptive acts or practices. Finally, pursuant to its Penalty Offense Authority, the Commission may seek monetary penalties “against a party that engages in conduct it knows has been determined to be unlawful in a Commission order” so long as the order is final and not a consent order.

Below is a table of the FTC’s authorities to promulgate unfair trade practice rules.

<table>
<thead>
<tr>
<th>FTC’s Authority</th>
<th>Legal Basis</th>
<th>Legal Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unfair and Deceptive Practices (“UDAP”) Power</strong></td>
<td>The FTC is charged with prohibiting unfair trade practices, which include “[u]nfair methods of competition in or affecting commerce, and unfair or deceptive acts or practices in or affecting commerce.”</td>
<td>The Commission is empowered to prevent such practices.</td>
</tr>
<tr>
<td><strong>Trade Regulation Rules Power</strong></td>
<td>The FTC is specifically authorized to issue trade regulation rules “which define with specificity acts or practices which are unfair or deceptive acts or practices in or affecting commerce.”</td>
<td>A violation of a trade regulation rule constitutes an unfair or deceptive act or practice unless the Commission provides otherwise in the rule.</td>
</tr>
<tr>
<td><strong>Authority of Commission to prescribe rules and general statements of policy</strong></td>
<td>Congress has charged the Commission with promulgating “interpretive rules and general statements of policy with respect to unfair or deceptive acts or practices in or affecting commerce” and also “rules which define with specificity”</td>
<td>“These guidance documents are not substantive rules and do not have the force or effect of law. They are administrative interpretations of the statutes and rules administered by the FTC.”</td>
</tr>
</tbody>
</table>

31 16 C.F.R. § 1.8(a).
| Penalty Offense Authority | The Penalty Offense Authority “allows the Commission to seek penalties against a party that engages in conduct it knows has been determined to be unlawful in a Commission order[,]” so long as the order is final and not a consent order.  
34 | “In order to trigger this authority, the Commission can send companies a ‘Notice of Penalty Offenses.’ This Notice is a document listing certain types of conduct that the Commission has determined, in one or more administrative orders (other than a consent order), to be unfair or deceptive in violation of the FTC Act. Companies that receive this Notice and nevertheless engage in prohibited practices can face civil penalties of up to $43,792 per violation.”  
35 |
| FTC Act Section 5(m)(1)(A) Authority | This authority allows the FTC to seek penalties against parties who have violated a Commission rule “with actual knowledge or knowledge fairly implied on the basis of objective circumstances that such act is unfair or deceptive and is prohibited by such rule.” | The FTC can pursue civil monetary penalties against any firm that knowingly violates a trade regulation rule with respect to unfair or deceptive acts or practices.  
36 |

The FTC is tasked with using these broad and flexible authorities to address emerging and evolving injuries. The FTC has historically brought most of its privacy cases under its *deception* authority; however, in such cases, the FTC must demonstrate that an offender misled consumers. As a result, companies are incentivized to not make affirmative privacy representations, leading to evasive privacy policies and other consumer-facing statements that provide consumers little concrete information. The FTC has wider authority to rein in bad privacy behaviors under its unfairness prong. Here the FTC Act provides that an act or practice is unfair.

---

34 Chopra and Levine, supra note 26 at 12-13.
when it “causes or is likely to cause substantial injury to consumers which is not reasonably avoidable by consumers themselves and not outweighed by countervailing benefits to consumers or to competition.”

Per the Ninth Circuit Court of Appeals, “In determining whether consumers’ injuries were reasonably avoidable, courts look to whether the consumers had a free and informed choice.” But courts have made clear that the Commission’s unfairness authority is not limited to “situations involving deception, coercion, or withholding of material information.”

Courts have had few opportunities to review the scope of FTC unfairness rules since the Commission issued its Policy Statement in 1980. Since its enactment, the FTC has promulgated only seven rules under Magnuson-Moss (“Mag-Moss”) that are active today. Though not used frequently, the Commission has previously promulgated an unfair practices rule to prevent optometrists from withholding contact lens and eyeglass prescriptions from patients, known as the “Eyeglass Rule.” The rule prohibits an ophthalmologist or optometrist from “Fail[ing] to provide to the patient one copy of the patient’s prescription immediately after the eye examination is completed,” from “[c]ondition[ing] the availability of an eye examination to any person on a requirement that the patient agree to purchase any ophthalmic goods from the ophthalmologist or optometrist,” and from other related practices that deny the patient the ability to use their prescription in the best way they see fit. This rule ensures that consumers can “comparison shop when buying prescription eyewear,” and is not tied to any deceptive practice. The FTC would similarly have the ability to promulgate rules that prevent online firms from subjecting consumers to unwanted tracking and behavioral advertising that would deprive them of the ability to use and enjoy internet services while maintaining their privacy.

In those few cases where courts have reviewed the scope of the FTC’s unfairness authority, courts have made clear that Congress delegated “broad discretionary authority” to the Commission to “define unfair trade practices on a flexible, incremental basis.” Given its broad delegation of authority to define unfairness, the Commission has the power to address online data collection, tracking, profiling, and behavioral advertising practices that subject consumers

---

38 FTC v. Neovi, Inc., 604 F.3d 1150, 1158 (9th Cir. 2010), as amended (June 15, 2010); See Am. Fin. Servs. Ass’n v. FTC, 767 F.2d 957, 976 (D.C. Cir. 1985).
39 Am. Fin. Servs. Ass’n v. FTC, 767 F.2d at 978.
41 16 C.F.R. § 456.2.
42 16 C.F.R. § 456.2.
44 Id. at 967.
to significant privacy injuries. There is precedent for the FTC to promulgate a trade rule under its enforcement authority to prohibit unfair acts and practices in an industry.

The scope of privacy injuries, as with other injuries redressable under the FTC Act, is broad and varied. Courts have found that “businesses can cause direct consumer harm as contemplated by the FTC Act in a variety of ways. In assessing that harm, [courts] look of course to the deceptive nature of the practice, but the absence of deceit is not dispositive.” The FTC has detailed many categories of consumer privacy harms that can give rise to actions and regulations under Section 5, including informational injuries from privacy and security incidents. The FTC outlined both market-based injuries, such as financial costs to the consumer, which can be objectively measured, and non-market injuries, which can be harder to objectively measure, that harm consumer privacy. Some examples include medical identity theft, doxing, disclosure of private information, thwarted expectations and choices, and erosion of trust. The privacy injuries caused by surveillance advertising are substantial, and these business practices fall within the scope of the Commission’s Section 5 authority.

The recent enforcement action against Zoom Video Communications (“Zoom”) shows that even potential exposure of personal data can constitute a substantial injury, as can the circumvention of privacy-enhancing capabilities in consumers’ browsers and other devices. For example, the FTC filed a complaint and entered into a consent order with Zoom regarding Zoom’s failure to properly secure communications in its services. The FTC held that the secret implementation of a web server onto users’ computers, which circumvented Safari browser safeguards, was an unfair and deceptive trade practice. But other FTC and state Attorney General privacy enforcement cases have been predicated on the notion that unwanted collection of personal information was intrinsically harmful.

The FTC has recently explained that data security injuries can be privacy injuries. In her dissenting statement in the Zoom settlement, Commissioner Slaughter explained that the FTC needs to go further to ensure that consumer privacy is protected, noting that the order “requires Zoom only to establish procedures designed to protect user security and fails to impose any requirements directly protecting user privacy.” As Commissioner Slaughter explained, “[t]oo often we treat data security and privacy as distinct concerns that can be separately preserved. In reality, protecting a consumer’s privacy and providing strong data security are closely

45 FTC v. Neovi, Inc., 604 F.3d 1150, 1156 (9th Cir. 2010), as amended (June 15, 2010).
47 Id. at n.1.
48 Id. at 1-3.
49 Compl., In the Matter of Zoom Video Communications, Inc., Comm’n File No. 1923167 (Nov. 9, 2020).
50 Compl., In the Matter of Sears Holdings Management Corp., Comm’n File No. 0823099 (Sept. 9, 2009).
intertwined, and when we solve only for one we fail to secure either.”

She further explained that “the reason customers care about security measures in products like Zoom is that they value their privacy.”

Thus, the FTC has recently articulated the importance of addressing privacy harms and it is therefore appropriate for the FTC to promulgate a trade regulation rule to protect consumers against business practices that invade their privacy.

Because the FTC has a broad toolkit that it can employ to protect consumers against general harms, the FTC is uniquely suited to prevent these injuries. According to privacy scholars Danielle Citron and Daniel Solove, “[T]he FTC is able to focus on harm to consumers generally, which allows it to look to harm in a broader manner than most tort and contracts cases, which involve specific individuals.”

Moreover, as explained by privacy scholars Woodrow Hartzog and Daniel Solove, “[T]he FTC is so critical in the modern privacy regulatory scheme” because “it is has a considerably broad and diverse toolkit from which to fashion remedies which allows the commission to redress non-traditional forms of harm, balance data protection against countervailing interests in ways that other areas of law are currently unable to do, and create proactive solutions like those that rely upon design obligations to decrease risks of privacy and security harms ex ante.”

While calling the FTC the “Lynchpin of U.S. Data Protection Law[,]” academics have highlighted that “[r]apid technological change continues to vex courts and lawmakers or leave consumers vulnerable to privacy harms.”

Because incremental injuries that affect many people can be substantial and because their negative impacts can materialize over time, “The FTC can regulate with a much different and more flexible understanding of harm that one focused on monetary or physical injury.” A practice causes “substantial injury” when it may cause serious harm to a small number of individuals or relatively small harms to many individuals.

According to Citron and Solove:

> For many privacy harms, the injury may appear small when viewed in isolation, such as the inconvenience of receiving an unwanted email or advertisement or the failure to honor people’s expectation that your data would not be shared with third parties. But when done by hundreds or thousands of companies, the harm adds up. Moreover, these small harms are dispersed among millions (and sometimes billions) of people.

---

52 Commissioner Rebecca Slaughter, *Dissenting Statement of Commissioner Rebecca Kelly Slaughter In the Matter of Zoom Video Communications, Inc.*, Comm’n File No. 1923167 (Nov. 9, 2020) at 1, 3.

53 Id. at 3.


56 Id. at 2266.

57 Id., at 2233–34.

of people. Over time, as numerous people are each inundated by a swarm of small harms, the overall societal impact is significant.\(^{59}\)

Privacy and data security cases show that the harms of violations often cause broad societal, as well as individual, harm and the “FTC has better tools than those that exist in many other areas of law to address this kind of impact.”\(^{60}\)

The FTC has brought a significant number of enforcement actions in privacy cases over the last twenty years, and in all cases the Commission has established that consumers expect businesses that collect their data to limit its unauthorized dissemination and use, and that when businesses violate that expectation, they are potentially liable.\(^{61}\)

The greatest potential for establishing a robust unfairness test lies in an explicit acknowledgment of the intrinsic value of personal data. The fact that an entity did not sell consumers’ personal data in a particular case, but nevertheless violated consumers’ established privacy expectations, should not prevent an unfairness case when the value of the data collected, exposed, or shared can in fact be established with reference to the millions of data-fueled transactions taking place every day.\(^{62}\)

The “core of fairness in the privacy context” is the premise that data collectors must “refrain from sharing consumer’s sensitive or confidential data with unknown third parties.”\(^{63}\)

### IV. Establishing a Data Minimization Rule Under Section 5 of the FTC Act

Arguably the most important element of any privacy legislation is how to constrain — or to empower consumers to constrain — secondary use of their information, including the transfer and use of that data for advertising. Primary uses of data — processing that is necessary to provide the functionality by consumers — is typically understandable and noncontroversial.\(^{64}\) For example, a company may collect a person’s mailing address to send them a product they ordered or to process a credit card transaction. On the other hand, secondary use of data is often not well understood, and the benefits often do not accrue directly to consumers — indeed, in many cases, the uses seem downright adversarial or antithetical to people’s interests, only serving the interests of companies. Much of the privacy controversy\(^{65}\) in recent years and motivation for regulation\(^{66}\) has centered around businesses’ disclosure of personal data to data

\(^{59}\) Citron & Solove, supra note 9, at 3-4.

\(^{60}\) Hartzog & Solove, supra note 54, at 2283.

\(^{61}\) Keegan & Schroeder, supra note 54, at 32.

\(^{62}\) Id. at 38.

\(^{63}\) Id. at 34.

\(^{64}\) That is not to say there should be no rules around primary data processing, but they likely should be considerably less stringent than the rules around secondary — especially adversarial — uses. See infra Section V.A-B (“Primary Use Transparency,” “Civil Rights”).


brokers and for online advertising. As described above, intrusion upon seclusion has long been recognized as a privacy tort, and consumers have a legitimate interest in constraining functionally unnecessary processing of their data.

For years, the Federal Trade Commission embraced a policy of “notice-and-choice” — companies would publish privacy policies outlining their data processing activities, and consumers would be deemed to have chosen to accept those practices as a condition of using the site. In practice, however, few consumers actually read privacy policies, and when they do, the policies typically include limited practical information. As a practical matter, notice and choice delivers neither notice nor choice. Few would argue that consumers are better off under this regime.

Balancing user autonomy with hard-and-fast rules for secondary processing can be quite challenging in practice. Legislative proposals to limit secondary uses of personal data have typically applied either “opt-in” or “opt-out” frameworks — a requirement that companies must either ask for affirmative permission for secondary processing, or that they must give consumers the ability to turn off secondary processing. Both models can be flawed in practice: opt-in models can overwhelm consumers with constant requests for permission, as many websites have done in response to European privacy law. Companies may use dark patterns to coax consumers already weary so they click “OK” to cede permission for any and all uses. Meanwhile opt-out regimes such as the CCPA are both difficult to use and wildly impractical if one is to protect oneself in any meaningful way, if consumers have to manually opt out of secondary use for every website, app, or business they interact with, which can amount to thousands of organizations. As a result of both approaches, consumers are forced to take too many steps to safeguard their data. A better model would either constrain data processing to conform to expected privacy norms, or to at least empower consumers to make simple, universal choices regarding their personal information.

Privacy regulation has struggled to find the appropriate role for user choice. Rather than advocating for one particular solution, this paper presents three different approaches for how the Federal Trade Commission could regulate secondary data processing through rulemaking

("Mactaggart’s proposal instead took aim at the so-called third-party market for personal data, in which companies trade and sell your information to one another, mostly without your knowing about it.").

interpreting the unfairness prong of Section 5 of the FTC Act. All three models were developed to minimize the burden on consumers to safeguard their personal information:

- Prohibit all secondary data uses with limited exceptions;
- Prohibit specific secondary data uses, such as behavioral advertising or the use of sensitive data; or
- Mandate a right to opt out of secondary data use, including through global opt-out controls and databases.

The authors of this paper recommend the first approach — to prohibit all secondary uses with limited exceptions — but offer the other approaches as alternatives that could still provide meaningful privacy protections to consumers. We describe these three models in more detail below.

A. Prohibit most secondary processing by default

One option is to ban most secondary use and third-party disclosure, while explicitly carving out certain exceptions. This approach relies heavily on the principle of data minimization by limiting data processing to what is reasonably necessary to achieve the consumer’s specific purpose for dealing with the company or organization.72 This is the approach taken by several recent bills, including Senator Sherrod Brown’s Data Accountability and Transparency Act of 2020,73 California Assemblymember Buffy Wicks’s Minimization of Consumer Data Processing Act,74 New York Assemblymember Ron Kim’s It’s Your Data Act,75 as well as Consumer Reports’ model state privacy bill.76

Many privacy advocates had traditionally argued for requiring consent for secondary uses. However, experiences with manipulative European cookie consent interfaces and other consent dialogs designed to nudge (or confuse) consumers into granting permission for expansive permission has led to some rethinking.77 While long boilerplate contracts and license agreements may purport to obtain consent for all sorts of unwanted data processing, it is difficult to argue that consumers have made a conscious and deliberate choice to allow it.

---

72 It should go without saying that monetizing data in order to fund a service should not be interpreted as “reasonably necessary” to provide a service requested by a consumer.
77 Most Cookie Banners are Annoying and Deceptive. This Is Not Consent, Privacy International (May 21, 2019), https://privacyinternational.org/explainer/2975/most-cookie-banners-are-annoying-and-deceptive-not-consent.
An approach that broadly prohibits secondary uses arguably avoids these problems raised by opt-in frameworks, as user consent is insufficient to justify secondary processing: instead processing is limited to (1) what is reasonably necessary to fulfill the consumer’s request and (2) other specific use cases as defined by the statute.

Policymakers do not want to subvert consumer free will. If a consumer in fact does want to share data with a company, that should be their choice. However, it should be the primary purpose of an interaction: if Google offers a product whereby Google offers to track users around the web in exchange for showing tailored ads, consumers can freely choose to participate in such a program. However, Google should not purport to obtain consent for tracking as part of a consumer’s use of an unrelated product, such as Gmail. This framework is designed to enable processing and sharing of personal data that reflects the volition of the consumer, instead of permissions obtained under the fiction of informed consent.

To justify such an approach under the FTC’s prohibition on unfair business practices, the FTC would have to adopt an expansive interpretation of privacy injury, that unwanted observation and data processing is inherently harmful. The FTC has adopted such a framework in the past: for example, in its 2017 settlement with Vizio, the FTC alleged that collecting and disclosing television viewing data without user permission was likely to cause those users substantial injury.78 While the FTC emphasized that such viewing data is inherently “sensitive,” it is not clear that television viewing behavior is inherently more personal than any other activity. It would be difficult to argue that purchases or web browsing, for example, is any less revealing and sensitive than information about television programming viewed. More to the point, so much of the information collected is as revealing and sensitive as our intellectual habits (like television viewing) including even seemingly prosaic information like our purchase of alcohol swabs because our everyday purchases and interactions often reveals our health conditions (for instance, Type 1 diabetics use alcohol swabs), sexual orientation, gender, close relationships, and other intimate information.

It is worth noting that the FTC may have a stronger case to prohibit secondary collection and retention of personal information, as those necessitate companies possessing personal data that they wouldn’t otherwise, exposing consumers to potential exposure or misuse. Secondary use of already collected and retained data does not generate such additional risk of injury, though the use itself may well be deemed offensive, adversarial, or harmful (see infra Section IV.B (“Prohibit specific secondary uses”)).

In any event, the FTC should have no difficulty demonstrating that secondary data processing is “prevalent” as required for Section 18 rulemaking. Framing the harms of tracking
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broadly makes the prevalence inquiry easier, though many narrower rulemakings, such as only on targeted advertising, would also easily satisfy this test.

While recognizing that data collection and disclosure gives rise to inherent intrusions and risk, most would agree that some exceptions to a general prohibition on secondary processing are functionally necessary and can be crafted in ways to minimize intrusion and risk. Data security, analytics, product improvement, and, potentially, first-party marketing are common exceptions in privacy legislation, though additional measures should be included to constrain these exceptions and to ensure that they do not swallow the general rule:

- Processing for these purposes should be limited to what is reasonably necessary to achieve the secondary purpose and proportionate to the privacy intrusion.
- Service providers who process data on behalf of a consumer should segment the data from other clients, and should be prohibited from engaging in secondary uses of their own.
- Secondary processing should, where possible, be limited to data already collected and retained for a primary purpose in order to minimize new risk of secondary exposure or misuse.
- Platforms that facilitate communication or interactions among other companies — such as ISPs and social media companies — should generally be considered “third parties” with regard to the interaction between a consumer and other companies.

The narrower the allowed secondary uses, the higher the FTC’s burden will be to argue that the remaining universe of prohibited uses is harmful. Certain uses — such as for security and fraud prevention — provide concrete benefits that may well countervail the injuries associated with surveillance.

Advertising firms likely would argue that the economic benefits of ad targeting would also outweigh injuries resulting from unwanted surveillance, though estimates of these benefits vary widely, as do estimates of to whom those benefits accrue. Under Section 5, only the benefits

81 It may be reasonable to allow service providers the ability to engage in their own narrow secondary uses — such as service improvement — but they should certainly be prohibited from using other parties’ data for purposes such as their own marketing.
that accrue to consumers or competition are relevant for consideration. As demonstrated in the Accountable Tech petition, there is a strong argument that the behavioral advertising model has led to the consolidation of market power by giant technology companies such as Google and Facebook.\textsuperscript{83} Those two companies are also the biggest beneficiaries of secondary data collection, as they collect data from more third-party websites and mobile applications than any other business.\textsuperscript{84}

Advertising firms would also likely argue that free online content is funded by secondary data collection, though ads have supported online content for decades, and few online ads were precisely targeted until recent years.\textsuperscript{85} It is not clear that incrementally much more content is available because of behavioral ads, and if so what the quality and marginal value to consumers of such content is.\textsuperscript{86} One recent report from Carnegie Mellon — presented at the FTC’s PrivacyCon — found that individually targeted ads only increased publishers’ advertising revenue by 4%, with an incremental increase of revenue of approximately $0.00008 per ad.\textsuperscript{87} Even assuming some degree of value, it may not be enough to offset the harms and loss of utility that consumers experience as a result of profligate data disclosure and secondary processing.

B. Prohibit specific secondary uses

Another approach to privacy rulemaking would be to prohibit certain secondary uses of data, rather than prohibit all secondary uses by default and then claw back certain acceptable uses. This is the approach taken, for example, by the Center for Democracy & Technology model bill, which prohibits the processing of biometrics, geolocation, and cross-device tracking for secondary purposes.\textsuperscript{88} One significant downside of this approach is that it presumes a less expansive conception of privacy injury — namely, that intrusion on seclusion and the risks posed by additional data storage are not intrinsically harmful and in and of themselves justify

\textsuperscript{83} Accountable Tech Rulemaking Petition, \textit{supra} note 20.
policy intervention. At the very least it sublimes the intrinsic harms of privacy invasion to other, more specific harms. On the other hand, focusing regulation on specific practices that lead to greater injuries to consumers may be more likely to withstand legal challenges to a privacy rule.

To justify such an approach under unfairness, each of the specific uses must be tied to substantial injuries, those injuries must not be reasonably avoidable by consumers, and the injuries must not be outweighed by countervailing benefits to consumers or competition. Some examples of specific harmful practices that some have called to be prohibited include:

- Discriminatory use of data that deprives consumers of opportunities based on protected characteristics (see infra Section V.B (“Civil Rights”))
- Tracking users across different devices
- Personalization based on sensitive attributes
- Facial recognition and other biometric identification
- Collection and use of intimate information — about the human body, health, innermost thoughts and searches, sex, sexuality, and gender, and close relationships
- Disclosure of personal information of minors (or children under the age of 13)

_Surveillance Advertising_

One obvious candidate for specific use restriction is targeted advertising. In recent months, several privacy advocates have called upon regulators to specifically ban surveillance advertising. Recently, Accountable Tech petitioned the FTC to ban surveillance advertising under its unfair methods of competition authority, arguing that targeted ads perpetuate discrimination, exploit kids and teens, fuel extremism and misinformation, and advantage the largest technology companies over rivals.

By banning targeted advertising instead of the underlying data collection and retention associated with it, the FTC would be relying not upon intrusion upon seclusion and the risks associated with data storage, but that the manipulation and coercion associated with ads fueled by data profiles are injuries meriting a prohibition.

This prohibition could focus specifically on cross-context targeted advertising — that is, the targeting of ads based on a consumer’s activity across different websites, apps, and physical locations. Such “behavioral advertising” has been the bugbear of privacy advocates for
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Moreover, state level comprehensive privacy legislation — both enacted and proposed — has generally targeted cross-context ad targeting rather than first-party marketing. However, many privacy groups have made more aggressive calls for regulation in recent years, arguing that a prohibition on targeting should extend to first-party data sets as well, pointing to large technology companies like Google and Facebook that have the ability to amass substantial personal data sets even without supplementing them with third-party data.

Under either approach, while the injuries alleged, for example, in the Accountable Tech petition are undoubtedly substantial, the FTC would need to demonstrate the extent to which of those injuries are attributable to targeted advertising. If that case is made, it would be difficult to argue that such injuries are readily avoidable by consumers — most Americans do not currently have the legal right to turn off ad targeting. Even when consumers do have the ability to opt out of targeting — either under state law or due to self-regulation — those tools turn out to be confusing, incomplete, and impractical for consumers to use at scale. A Consumer Reports study on the efficacy of CCPA opt-out rights, for example, found that consumers tasked with opting out of data sales from just one data broker were often frustrated and unable to meaningfully limit sale or associated cross-context targeting.

As with the approach of broadly banning secondary use, opponents would likely argue that the economic benefits of ad targeting outweigh the injuries to consumers. However, the same counterarguments apply as well: that targeted advertising appears to be harmful to consumers, harmful to competition as the benefits flow primarily to large internet companies, and that free online content long predates the prevalence of targeted display ads.
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C. Mandate compliance with opt-outs (including universal opt-out settings and databases)

Finally, the FTC might require companies to honor universal opt-out requests for secondary (non-necessary) processing. Under this model, any secondary processing would be allowable by default, however consumers would be legally entitled to turn off either specific categories of secondary process, or all secondary processing (with some exceptions). This is the model so far adopted in states such as California, Virginia (VCDPA), and Colorado (CPA), as well as federal legislation proposed by Senator Ron Wyden. The bulk of other state legislative proposals introduced in recent years follows this model as well. Such an approach should be considered the bare minimum that could be done to address secondary data processing — otherwise, consumers would not be able to practically take action to constrain unwanted secondary processing.

For opt-out rights to be functionally usable by consumers, they must be scalable. An opt-out regime can only work if consumers can opt out universally from secondary processing across entire platforms with simple tools. In the absence of a default prohibition on most secondary data use, the FTC should (1) mandate that companies need to comply with platform-level opt-outs such as Global Privacy Control (GPC), IoS Limit Ad Tracking, and Do Not Track (DNT). For other types of data processing, the FTC could also (2) set up a registry of identifiers — such as email addresses, phone number, etc. — for users to globally opt out of the disclosure or secondary processing of those identifiers and any linked information.

Under an opt-out model, companies should be legally obligated to honor browser privacy signals, such as Do Not Track or the Global Privacy Control as an opt out of secondary data uses, so that consumers can stop secondary processing of their personal information to every company with which their browser interacts in a single step. Otherwise, consumers would have to opt out individually at hundreds, if not thousands, of different websites, which is not practical. For unauthenticated data not associated with a specific person, platform-level controls are the most efficient manner to globally convey opt-out requests.

This is the approach taken in newly-adopted legislation in California and Colorado. For example, California law requires companies to honor browser privacy signals, as well as requests submitted by authorized agents, as a valid opt out of sale under the California Consumer Privacy Act. The California Attorney General’s office recently updated their guidance to clarify that companies must honor the Global Privacy Control specifically — a CCPA-compliant browser signal that conveys a “Do Not Sell” command — as an opt out. Further, they have sent enforcement letters to companies that are not honoring GPC. The California Privacy
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Rights Act (Proposition 24) adds the requirement to honor browser privacy signals to the text of the statute. The Colorado Privacy Act, which will go into effect in 2023, also requires companies to honor browser privacy controls as an opt out of processing for the purposes of sale and targeted advertising.

Opting out one-by-one is particularly impractical because under the CCPA, which has an opt-out model, many companies have developed complicated and onerous opt-out processes. Some companies ask consumers to go through several different steps to opt out. In some cases, the opt outs are so complicated that they have actually prevented consumers from stopping the sale of their information. This is expected to improve, as the California Attorney General has since prohibited the use of dark patterns in opt-out processes, and is stepping up their enforcement efforts. Nevertheless, in the absence of a ban of most secondary use, it is important for consumers to have (at least) a one-step option for stopping the secondary use of their information.

Second, the FTC could create and house a Do Not Sell registry, modeled on the popular Do Not Call (DNC) registry, that businesses would be required to check before selling consumer data tied to those identifiers. The Commission would collect consumers’ identifiers, such as emails and phone numbers, and companies would pay in order to consult the list (thus ensuring that companies seeking to sell data would absorb the costs for the operation of the website). Consumers could add their identifiers to the registry through a public portal, much like Do Not Call. This would enable consumers to easily and globally express their preferences to opt-out of the sale of data tied to specific identifiers (or hashes of specific identifiers). Companies would be required to check this database before disclosing or tracking based on consumers’ information, much as they do today for the DNC registry. The DNC registry currently includes 244.3 million active registrations, indicating that this is an easy way for consumers to opt out of telemarketing messages. On the other hand, compliance with Do Not Call has been inconsistent given the ease of creating difficult-to-trace voice-over-internet calls. One downside of a registry approach would be to make such identifiers publicly available to bad faith actors and more susceptible to spam. The rule would need to be paired with aggressive FTC enforcement as well as technical measures to remediate registry access and misuse.

Such a registry approach would work in tandem with Global Privacy Controls — a registry would only govern data sets tied to persistent real-world identifiers, but would also
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govern offline data transactions. Global Privacy Controls would apply to data tied only to pseudonymous or short-term identifiers, but in many cases only apply to the platform that is sending the signals, such as a browser.\footnote{However, if a company receives a Global Privacy Control signal tied to data authenticated to a real-world identifier, it could be obligated to apply the user's opt-out choice to data on other platforms.} Senator Ron Wyden, in his privacy bill, the Mind Your Own Business Act, outlines a similar system to facilitate global opt outs through registries as well as persistent opt-out signals for both unauthenticated and authenticated data.\footnote{S. 1444, § 6 (2021), https://www.congress.gov/bill/117th-congress/senate-bill/1444.}

Mandating compliance with opt-out requests would rely upon similar theories of unfairness discussed in the previous two sections — that unwanted surveillance or specific prohibited practices lead to substantial injuries to consumers, that they are not reasonably avoidable, and they are not offset by countervailing benefits to consumers or competition.

By only prohibiting secondary processing upon the objection of a user, the FTC may be on even stronger ground, as in each case the consumer has evinced that they experience some loss of utility due to such processing. The FTC also has previous precedent for the proposition that evading platform-level privacy settings such as the Global Privacy Control is unfair and deceptive. For example, as noted above, the FTC’s recent Zoom settlement held that circumventing platform privacy protections is inherently harmful.\footnote{Compl., In the Matter of Zoom Video Communications, Inc., Comm’n File No. 1923167 (Nov. 9, 2020) at ¶ 34-53, https://www.ftc.gov/system/files/documents/cases/1923167zoomcomplaint.pdf.}

Finally, a Data Minimization Rule could rely on a combination of approaches (B) and (C) — that is, certain data practices could be prohibited as a matter of law, and users would have the ability to opt out of certain other secondary processing. Or the agency could require opt-in consent for certain secondary data processing, though as discussed earlier, privacy law should not encourage companies to bombard consumers with requests for secondary data collection and use. The FTC might decide there was a stronger case for banning certain practices by default, but certain others only with consent or when a consumer has affirmatively asserted an objection. Again, however, such an approach would minimize the inherent invasiveness of secondary data processing, and would potentially leave consumers exposed to unwanted and unnecessary data practices.

V. Other Privacy Protections That Should be Implemented Through Section 5 of the FTC Act

A. Primary Use Transparency

As opposed to secondary use, primary use is likely to be more intuitive and less objectionable to users. As such, it merits less strict regulation than secondary use. While some privacy models have argued that consumers should provide explicit consent even for primary use, such an approach has significant drawbacks.\footnote{See, e.g., New York S. 6701 (2021), https://www.nysenate.gov/legislation/bills/2021/s6701.} As virtually every consumer interaction
involves some degree of data processing, consumers would be overwhelmed with privacy information and choices. This torrent of consent interfaces could make it difficult for consumers to distinguish between commonplace, expected data processing and requests to engage in processing for new, potentially unwanted, activities. Consumers would likely become enured to giving consent in order to go about their lives. The frequent use of dark patterns in opt-in interfaces, for example those used to comply with the GDPR, ePrivacy Directive, and CCPA, pose further challenges to obtaining meaningful consumer consent. It is possible — though certainly debatable — that these consent dialogs would give consumers more information and relatively empower them to make decisions in the marketplace, but the countervailing cost of subjecting consumers to dozens of privacy choices in a given day would likely offset any benefits.

However, a privacy rulemaking may still dictate some heightened degree of transparency around even primary use. If a certain activity involves processing especially sensitive data in potentially nonintuitive ways, a privacy rule could provide some obligation to ensure that consumers understand the consequences of the transaction they have initiated. Such disclosures should be the exception and not the rule, however. This requirement could be justified under the FTC’s unfairness authority: failing to provide heightened disclosure around potentially and unexpected processing of certain data could easily lead to unexpected and unavoidable injuries for a consumer. An obligation to provide such heightened transparency has precedent in the Funeral Rule. The FTC clarified, under its Section 5 authority, that “it is an unfair or deceptive act or practice for a funeral provider to fail to furnish accurate price information disclosing the cost to the purchaser for each of the specific funeral goods and funeral services used in connection with the disposition of deceased human bodies...” It requires funeral homes to provide clear, accurate information in an itemized list, to better enable consumers to compare offerings from multiple providers. Given the heightened sensitivity of the transactions and the vulnerability of the consumers involved, these labeling requirements are particularly appropriate.

Further, the FTC should establish some documentation requirements for all processing behaviors. Privacy policies should not be intended for consumers, who cannot reasonably be expected to read these complicated disclosures, but for intermediaries like ratings services, the press, academics, and regulators. Consumers dislike reading privacy policies, but they serve a real purpose. Because there are no requirements for these disclosures, and because most FTC privacy cases are predicated upon a specific misstatement in a privacy policy or
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elsewhere, companies tend to make privacy policies as expansive as possible, so as to shield themselves from lawsuits and other enforcement actions. To address this problem, privacy policies must provide reasonably detailed information about practices. These transparency requirements for primary use fall squarely within the FTC’s authority to issue rules to prevent unfair practices, since they merely provide information to the marketplace, providing accountability for companies’ practices; the FTC could consider instituting a size threshold for such privacy policy requirements to excuse small businesses who may not have the resources or sophistication to provide such documentation.

B. Civil Rights

Primary data processing should also be constrained to ensure that it is not discriminatory in nature. In recent years, it has become clear that the issues of privacy and civil rights are directly related. Companies have access to more and more data points about consumers and have a greater ability to provide differential experiences, offers, and advertisements to smaller and smaller segments of the population. Even if this segmentation is not explicitly based on protected characteristics such as race and gender identity, companies may (intentionally or inadvertently) use proxies for these factors that result in unfair treatment. Moreover, even when there is no intention to discriminate, black box algorithms can produce discriminatory results by replicating patterns of inequity that are already present in societal data inputs. This segmentation is often done through algorithms that are inherently difficult for external observers to test and hold accountable — especially when companies take affirmative measures to frustrate researchers testing for potential bias.

Ad targeting based on this data can perpetuate historic patterns of discrimination and unequal outcomes among protected classes. For example, the Department of Housing and Urban Development has charged Facebook for targeting housing advertisements based on protected categories like race and religion. These targeting systems have been used to
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interfere with elections and fuel voter suppression efforts and to carry out disinformation campaigns that undermine public trust. Further, some data brokers provide this information to employers, landlords, and others, while evading the Fair Credit Reporting Act, giving consumers next to no control over these uses. The increasing use of automated decision-making can further exacerbate these problems, as opaque algorithms, often trained on historical data, can perpetuate existing inequalities.

As part of a set of privacy protections, the FTC should formalize a rule stating that companies are prohibited from discriminating against protected classes in the offering of economic opportunities or online public accommodations. This prohibition on discrimination should apply to both intentional discrimination and practices that produce a discriminatory disparate impact. Such a rule should include a typical disparate impact analysis, which involves (1) the demonstration of a disparate impact on the basis of a protected characteristic, (2) an opportunity for a respondent to articulate a substantial, legitimate, and nondiscriminatory purpose for the practice, and (3) if there is a legitimate purpose, a showing that a less discriminatory alternative is available or that the purpose is pretextual. This disparate impact standard is well established in case law and is well understood by businesses — for example, all businesses must already comply with this standard in their employment practices, pursuant to Title VII of the Civil Rights Act of 1964.

Such a rule is straightforward to justify under the FTC’s unfairness authority. Practices that have an otherwise unjustified disparate impact on protected classes’ access to economic opportunities or public accommodations are undoubtedly harmful. The FTC has found that injuries that fall specifically or disproportionately on disadvantaged classes are covered by Section 5, such as its recent settlement with Bronx Honda over charging higher prices to Black
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and Latino customers. It is difficult to imagine how such discrimination would be avoidable by consumers, particularly when the source of such discrimination is a black box algorithm or other data practice that lacks transparency. Unfairness’s third prong should be satisfied by the disparate impact test, which evaluates whether a discriminatory behavior can be justified by a substantial, legitimate, and nondiscriminatory purpose, as well as whether such purpose can be achieved by less harmful alternatives.

C. Nondiscrimination

Privacy regulation should also prohibit businesses from providing differential treatment to consumers who opt out of or do not consent to targeted offers, or the sale of information about customer habits to third-party data brokers. Consumers will be less likely to exercise their privacy rights if businesses charge them for doing so. Such practices sometimes occur under the guise of loyalty programs — in 2013, for example, CVS asked consumers to waive their HIPAA rights in return for participation in the ExtraCare rewards program.

Instead, privacy should be recognized as an inalienable and fundamental right, not merely an asset to be bartered away. Further, charging consumers for privacy could have a disparate impact on the economically disadvantaged and members of protected classes who may not be able to afford the luxury of paying for fundamental privacy rights. (These rules should not, however, inhibit true loyalty programs that keep track of consumer purchases in order to incentivize repeat business, where the data collection and usage is strictly necessary for the fundamental purpose of the program, and which falls squarely within consumers’ expectations for primary use.)

Particularly where consumers have few choices, market forces fail to impose sufficient constraints on companies penalizing exercising privacy rights. Low-income consumers may feel coerced into granting unfettered access to and use of their personal information for targeting or other purposes. For example, from 2013 to 2016, AT&T charged users who did not agree to the use of their internet data for ad targeting around $30 per month — a significant portion of the monthly charge for internet service.
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A prohibition on discriminatory treatment would recognize that forcing consumers to choose between unwanted sharing and use of their information on the one hand, and higher prices or inferior service on the other hand, constitutes an injury that consumers would understandably want to avoid. Privacy should be treated as an intrinsic right with positive societal externalities for free expression and experimentation, and policies that incentivize individuals to waive privacy will lead to worse outcomes.\textsuperscript{128}

Some state privacy measures already put limits on the most exploitative practices, but still have loopholes that could permit inappropriate charges for exercising privacy rights. The CCPA includes language prohibiting discrimination “against a consumer because the consumer exercised any of the consumer’s rights under this title[,…” including by denying goods or services, or charging a different price or providing a different level or quality of goods or services for doing so.\textsuperscript{129} However, confusingly, it notes that a company may do so if it is “is reasonably related to the value provided to the business by the consumer’s data[,]”\textsuperscript{130} and if such incentives programs are not unfair or usurious. CPRA adds to the measure a clarification that loyalty programs are permitted under the CCPA.\textsuperscript{131} Virginia\textsuperscript{132} and Colorado\textsuperscript{133} have similar language prohibiting non-discrimination but allowing certain incentives programs. (In contrast, pending privacy legislation in Washington State includes consensus language that prohibits the disclosure of personal information to third parties pursuant to loyalty programs).\textsuperscript{134}

D. Data security

The accumulation of consumer data — from the consumer directly, scraped from public sources, and purchased from data brokers — creates serious security risks.\textsuperscript{135} Data collection, retention, and inadequate internal controls also leave users vulnerable to employees who abuse their power. Uber, Facebook, and NSA employees have used location data in order to stalk the objects of their romantic interest.\textsuperscript{136} The Federal Trade Commission arguably has the strongest

\begin{footnotes}
\footnote{128}{See, e.g., Stacy-Ann Elvy, Paying for Privacy and the Personal Data Economy, 117 Columbia L. Rev. 6 (Oct. 2017), https://ssrn.com/abstract=3058835; See also Accountable Tech Rulemaking Petition, supra note 20 at 25-35, on the harms associated with unrestricted data collection, use, and sharing.}
\footnote{129}{Cal. Civ. Code § 1798.125(a)(1).}
\footnote{130}{Id. at § 1798.125(a)(2).}
\footnote{131}{Cal. Civ. Code § 1798.125(a)(3).}
\footnote{133}{CO S. 21-190 § 6-1-1308(1)(c)-(d), https://leg.colorado.gov/sites/default/files/2021a_190_signed.pdf.}
\footnote{134}{WA SB 5062 (2021).}
\footnote{135}{Brookman and Hans, supra note 8.}
\end{footnotes}
grounds in implementing security obligations as part of a privacy rule. Since 2005, the Commission has brought 80 cases alleging that companies’ failure to use reasonable security measures to safeguard data constitutes unfair business practice. As the FTC has alleged in cases against InfoTrax and SkyMed, retention of the data puts users at risk for data breach, is largely unavoidable by consumers as the data resides on a company’s servers, often unbeknownst to them, and is not offset by countervailing benefits if the data deletion processes are reasonably cost effective.

Clearly, breaches are particularly harmful with respect to sensitive data, but there should be protections over less sensitive data too. For example, a security glitch exposed users’ private tweets for more than four years; though that would not count as personal information under many state data security and data breach notification laws, inadvertent disclosure could have significant reputational damage to consumers. Indeed, the FTC has a stronger need to mandate data security as consumers may find it difficult to plead Article III standing for security violations where the harms are unknown or difficult to articulate. The scope of the FTC’s authority to articulate and pursue bad security practices is not so constrained.

The second two parts of the unfairness test are easily met. Security breaches are certainly unavoidable from the consumer perspective — the company’s own practices are responsible for such breaches. Not only are companies better positioned than consumers to engineer security solutions, but in the case of data brokers and credit bureaus (such as Equifax), consumers do not have a choice as to whether their information is collected. In the case of certain internet-connected devices, consumers could use resources such as Consumer Reports to choose more secure products, but nevertheless, there are significant information asymmetries that prevent consumers from consistently and effectively making choices to protect their data.

The FTC’s reasonableness standard addresses the third element of the unfairness test — companies need not take unduly burdensome measures, the costs of which outweigh any likely benefits to consumers. Indeed, the standard is flexible enough so that any measures taken are appropriate to the company’s unique circumstances. As Andrea Arias of the FTC


pointed out, “[T]he touchstone of the FTC’s approach to data security has been reasonableness—that is, a company’s data security measures must be reasonable in light of the volume and sensitivity of information the company holds, the size and complexity of the company’s operations, the cost of the tools that are available to address vulnerabilities, and other factors. Moreover, the FTC’s cases focus on whether the company has undertaken a reasonable process to secure data.”¹⁴³ For example, in its 2020 Privacy & Data Security Update, the FTC explained that in each of their data security cases from that year, the Commission directed the company to “implement a comprehensive security program, obtain robust biennial assessments of the program, and submit annual certifications by a senior officer about the company’s compliance with the order.”¹⁴⁴ Such requirements should be the baseline for any company collecting consumers’ data, given the widespread incidence of data breaches.

Arguably the most difficult question on data security rules is how prescriptive to make them. In our view, a data security rule should have a comprehensive definition of personal information that includes online accounts and biometric data; require companies to implement, maintain, and keep up-to-date reasonable security protections and a reasonable security program appropriate to the nature of the information, to protect the information (and any such device) from unauthorized access, destruction, use, modification, or disclosure, with administrative, physical, and technical safeguards; and retention limits. The goal should be to provide companies with adequate direction without being so prescriptive that it is overly burdensome and outdated within a few years.

Some security provisions within privacy legislation are barely one line long, essentially restating the FTC’s de facto reasonableness standard.¹⁴⁵ The advantage of such a standard is flexibility over time and lack of burden on the FTC to revise guidance in light of changing technology. On the other hand, especially in light of the Equifax data breach, policymakers have sought to provide companies with more specific guidance as to what constitutes reasonable security. For example, the New York Department of Financial Services (NYDFS) recently adopted stringent data security requirements for financial institutions, including annual penetration testing and bi-annual vulnerability assessments, limits on access privileges, and a requirement to designate a chief information security officer who is responsible for the company’s security program.¹⁴⁶ The FTC has recently updated its Safeguards Rule with more specific security requirements, consistent with the NYDFS regulation, including placing limits on

internal access to data, new encryption requirements, and a requirement to establish a chief security officer.\textsuperscript{147}

E. Access, portability, correction, and deletion

Privacy frameworks often include provisions giving consumers the right to access, delete, and correct data related to them in the possession of companies. Access rights give accountability and transparency into corporate practices, while correction and deletion rights give consumers some degree of control over data held by companies. Access, correction, and deletion rights have been a core element of European privacy law dating back to the Data Protection Directive, and have been reinforced by the enactment of the Global Data Protection Regulation. Recently enacted state statutes — the CCPA, VCDPA, and CPA — all include access and deletion provisions, and upon adoption of new California provisions under Proposition 24, all will provide a right of correction. (Privacy legislation adopted in Nevada did not include any of these elements — only a weak opt out of data sales.)\textsuperscript{148}

To justify mandating data access under its unfairness authority, the FTC could make the plausible case that not knowing what data companies have about them puts consumers at risk of data exposure, and prevents them from making informed choices among market participants. As discussed above, collection and retention of consumer data leaves consumers vulnerable to data breaches and misuse of information by employees, who can use their privileged access to sensitive information to manipulate users.\textsuperscript{149} Providing access to that data gives consumers more control over such data — depending on what the consumer finds, they might want to delete, correct, or request to opt out; move their business elsewhere; or potentially report concerns to regulators. Without these access rights, consumers are unable to effectively make decisions about their data in the marketplace.

Existing state privacy laws also typically nod to data portability in their access provisions. For example, the CCPA requires businesses to provide electronic data "in a portable and, to the extent technically feasible, readily useable format that allows the consumer to transmit this information to another entity without hindrance."\textsuperscript{150} Such provisions are important in giving consumers further control over their data, and greater ability to make choices in the marketplace over their preferred platforms. If the FTC can make a case that access rights forestall injuries stemming from not knowing where data about them is stored, it can also make the case that such data needs to be provided in a commonly-used and accessible format.

The other elements of unfairness are easier to demonstrate for mandating access rights: any injury resulting from not knowing what data is stored about them is certainly unavoidable by

\textsuperscript{148} NRS 603A.345, https://www.leg.state.nv.us/nrs/nrs-603a.html.
\textsuperscript{150} Cal. Civ. Code § 1798.100(d).
consumers, as consumers are otherwise ignorant or potential risk and not empowered to take
action. As for countervailing benefits, there are costs associated with providing data access,
though those costs are incrementally less for each additional data subject making a request.
There also may be costs associated with providing access to derived inferences as well — in
that they may cast insight on proprietary algorithms that could be co-opted by others —
however, those costs likely do not outweigh the significant value in giving consumers
transparency into how companies are classifying and targeting them, especially if such ad
targeting implicates job or housing opportunities.

Most of the harms covered by the rules proposed by this paper should not face
significant challenge on the premise that the harms are not “prevalent” (as is required by
Section 18). In response to privacy law in Europe and states like California, companies have
had to develop systems to comply with data access requests. If as a matter of course most
companies offer access to those same systems to residents of other states, then a case could
be made that deprivation of data access is not, in fact, prevalent. The FTC could conduct an
informal inquiry into this empirical question prior to initiating the rulemaking process.

In some cases, the case for correction may be more difficult than the case for access or
deletion where there are no clear consequences related to the incorrect information. Receiving
untargeted marketing does not seem like a compelling injury. If the data is internal, there are no
clear reputational losses, though the data could still potentially embarrass someone if it were
later breached or disclosed. FCRA grants correction rights for data that could impact credit and
employment,\textsuperscript{151} and it would be appropriate to extend correction rights, at the very least, to all
scenarios where the data could lead to significant legal effects. The Supreme Court adopted a
skeptical view of the harms associated with inaccurate data in cases such as Spokeo\textsuperscript{152} and
Transunion,\textsuperscript{153} though the test for Article III standing is different from the test for unfairness, and
the fact patterns in both those cases were somewhat idiosyncratic.

Finally, the FTC would have a strong case to mandate deletion rights for non-necessary
data sets as part of an unfairness privacy rulemaking. As discussed supra, getting rid of old data
that serves no useful purpose should be properly considered as part of a company’s data
security obligations.\textsuperscript{154} For other data that still retains some potential benefit, consumers still are
at risk to data exposure or misuse so long as it remains saved. If a user wishes to delete
information associated with their account or profile, in many cases it will be difficult to make the
argument that there is a countervailing benefit associated with retaining the data against her
wishes. Certainly some data should be exempted from deletion rights as is the case under
CCPA and other privacy laws — consumers for example are not entitled to delete the fact that

\textsuperscript{151} 15 U.S.C. § 1681i.
\textsuperscript{153} \textit{TransUnion LLC v. Ramirez}, 141 S. Ct. 2190 (2021).
\textsuperscript{154} Compl., \textit{FTC v. SkyMed International, Inc.}, No. 1923140 at ¶ 12(e) (Dec. 16, 2020),
they owe a merchant.\textsuperscript{155} But for many if not most data sets, the FTC can reasonably argue that failure to respond to deletion requests constitutes an unfair business practice.

F. Prohibition on the use of dark patterns

Finally, any privacy rulemaking could be accompanied by regulations specifically prohibiting the use of “dark patterns” to subvert consumer choice and autonomy. In response to GDPR and the ePrivacy Directive, many companies have resorted to cookie consent interfaces that strongly steer users to granting blanket consent to tracking and that make turning off certain tracking considerably more difficult. While the approaches outlined in this paper are designed to minimize the role of consent and user choice, there is no way to wholly remove individual autonomy from any privacy framework — not should there be. If secondary uses are prohibited, a company may make a pitch for using data for a different primary purpose. If a user globally opts out, a company may be able to ask for an exception. Guardrails must be implemented to ensure that such prompts do not overwhelm or confuse users as an end run around the protections of a Data Minimization Rule.

There is increased precedent on the state level for prohibitions on the use of dark patterns — a prohibition in the CCPA regulations on the use of dark patterns in opt outs;\textsuperscript{156} a prohibition in CCPA as amended by Proposition 24, on the use of dark patterns in obtaining consent to opt back into the disclosure of their information,\textsuperscript{157} in the Colorado Privacy Act,\textsuperscript{158} and in California’s new Genetic Information Privacy Act.\textsuperscript{159} The measures use similar language, prohibiting interfaces or processes designed with the substantial effect of subverting or impairing user choice. While this is an important first step, to be effective a rulemaking would likely need to be more prescriptive, specifying how privacy disclosures and user interfaces should look. There may be some cost to innovation, but standardization and narrower options would better serve consumers in the long run.

VI. Judicial Review of FTC Unfairness Rules

Federal Trade Commission unfair trade practice rules promulgated under Section 5 of the FTC Act are subject to judicial review in the D.C. Circuit.\textsuperscript{160} The Magnuson-Moss Act empowers the FTC to enforce its trade regulation rules.\textsuperscript{161} The Mag-Moss rulemaking process contains procedural requirements that are greater than the notice-and-comment requirements of

\textsuperscript{155} See, for example, significant exemptions in the CCPA’s right to delete, including to “Otherwise use the consumer’s personal information, internally, in a lawful manner that is compatible with the context in which the consumer provided the information” Cal. Civ. Code §1798.105(d)(9).
\textsuperscript{156} Cal. Code Regs tit. 11 § 999.315(h).
\textsuperscript{157} Cal. Civ. Code §1798.140(h).
\textsuperscript{160} 15 U.S.C. § 57a(e); See generally Am. Fin. Servs. Ass’n v. F.T.C., 767 F.2d 957 (D.C. Cir. 1985).
the Administrative Procedure Act ("APA"). First, the agency must publish an advanced notice of proposed rulemaking describing the topic area for rulemaking, Commission objectives, and regulatory options. The public is then invited to comment on the initial notice. If the FTC finds that the unfair and deceptive practices covered by the proposed rulemaking are "prevalent," it then submits notice to Congress and must publish a more detailed notice of proposed rulemaking "stating with particularity the text of the proposed rule, including any alternatives." Then, the agency must conduct an informal hearing at which any interested person can present his position orally or by documentary submission or both, subject to such Commission rules as may tend to avoid unnecessary costs and delay. If the FTC decides that it "must resolve disputed issues of material fact necessary to fair decisionmaking on the record as a whole," Section 18 "entitles interested persons to offer such rebuttal submissions or to conduct (or to have the Commission conduct) such cross-examination of witnesses as the Commission deems appropriate and necessary for a full and true disclosure of facts pertinent to the disputed issues." Finally, the FTC publishes the final rule, along with a statement justifying the rule along with an economic analysis of its effects.

In reviewing a trade regulation rule promulgated by the FTC, an appellate court’s role is to "determine if the Commission’s finding is supported by substantial evidence on the record as a whole," and not "to reweigh the evidence de novo to determine how we would have resolved the matter." There will likely not be a successful challenge to the proposed rule on the grounds of an insufficient rulemaking process, such as the FTC blocking the introduction of evidence because the extensive rulemaking process will provide the FTC with substantial evidence and provide interested parties the opportunity to submit input.

A. Deference to Agency Interpretations

A party can challenge an FTC-promulgated rule under Mag-Moss or the APA. A court may set aside a Mag-Moss rule if it “finds that the Commission’s action is not supported by substantial evidence in the rulemaking record” or if the court finds that the FTC “precluded disclosure of disputed material facts which was necessary for fair determination by the Commission of the rulemaking proceeding taken as a whole” by refusing or limiting the petitioner’s cross-examination or rebuttal submissions. The rulemaking record requires “the rule, its statement of basis and purpose, the transcript required by subsection (c)(5), any written submissions, and any other information which the Commission considers relevant to such
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162 5 U.S.C §§ 556–57.
167 Ass’n of Nat. Advertisers, Inc. v. F.T.C., 617 F.2d 611, 614 (D.C. Cir. 1979) (citing 15 U.S.C. § 57a(c)).
168 Id. at 614–15 (citing 15 U.S.C. § 57a(c)).
rule."\textsuperscript{173} Any privacy rule promulgated and challenged under Mag-Moss will thus survive judicial scrutiny so long as the FTC's rulemaking record supports the FTC's determinations and the FTC provides sufficient cross-examination and rebuttal submission opportunities.

“Judicial review of an administrative agency’s decision is authorized by the APA.”\textsuperscript{174} The APA provides that a court “may only set aside agency action that is ‘arbitrary, capricious, an abuse of discretion or otherwise not in accordance with law.’”\textsuperscript{175} The D.C. Circuit has discussed the arbitrary and capricious standard, opining that the “arbitrary and capricious review requires us to consider whether the FTC action is supported by reasoned decisionmaking,”\textsuperscript{176} whether the agency “relied on factors which Congress [did] not intend[] to consider,”\textsuperscript{177} and “whether the Rule was promulgated in ‘observance of procedure required by law[,]’”\textsuperscript{178} The FTC has satisfied the arbitrary and capricious standard when its decision is based “upon consideration of the relevant factors” and is “adequately explained in the administrative record to allow judicial review.”\textsuperscript{179} Under the FTC’s rulemaking procedure, the proposed trade regulation rule would have to be supported by reasoned decisionmaking demonstrated in the formal rulemaking process as is required by the APA, and the FTC would articulate a connection between facts and conclusions. The proposed rule would rely on the FTC’s mandate to protect consumers from injuries under §45(n) and could not rely on factors that Congress did not intend for it to consider. The proposed Data Minimization Rule would not be considered arbitrary or capricious because it would be based in reason and supported by evidence provided in the notice and comments period of the rulemaking process.

When an agency interprets an ambiguous statute, their interpretation will be given deference unless it is impermissible. In \textit{New York State Bar Association v. Federal Trade Commission}, the D.C. District Court stated, “A challenge to an agency’s interpretation of a statute that it administers is subject to deferential review under \textit{Chevron U.S.A., Inc. v. Natural Resources Defense Council, Inc.}, 467 U.S. 837, 104 S.Ct. 2778, 81 L.Ed.2d 694 (1984)[].”\textsuperscript{180} The Chevron test is applicable to APA challenges under 5 U.S.C. § 706(2)(C).\textsuperscript{181} “Under the well known \textit{Chevron} test... the Court must first examine ‘whether Congress has directly spoken to the precise question at issue.’”\textsuperscript{182} Further, the Court notes, “It is fair to assume generally that Congress contemplates administrative action with the effect of law when it provides for a relatively formal administrative procedure tending to foster the fairness and deliberation that

\textsuperscript{175} Id. (citing 5 U.S.C. § 706(2)(A)).
\textsuperscript{176} \textit{Pharm. Rsch. & Mtrs. of Am. v. F.T.C.}, 790 F.3d 198, 204 (D.C. Cir. 2015) (citing \textit{Allentown Mack Sales & Serv., Inc. v. NLRB}, 522 U.S. 359, 374, 118 S.Ct. 818, 139 L.Ed.2d 797 (1998)).
\textsuperscript{178} Id. (quoting 5 U.S.C. § 706(2)(D)).
\textsuperscript{179} \textit{Dr. Pepper/Seven-Up Companies, Inc. v. F.T.C.}, 991 F.2d 859, 864 (D.C. Cir. 1993).
\textsuperscript{181} Id. at 117.
should underlie a pronouncement of such force.”\textsuperscript{183} Next, if the statute is ambiguous or silent with respect to a particular provision, “the question for the court is whether the agency’s answer is based on a permissible construction of the statute.”\textsuperscript{184} The FTC’s rulemaking process, which includes notice and comment opportunities, provides a formal administrative procedure. A trade rule regulation promulgated by the FTC under 5 U.S.C. § 45 authority will therefore be granted \textit{Chevron} deference by courts if there is an ambiguity under 5 U.S.C. § 45. With respect to § 45, “substantial injury,” “reasonably avoidable,” and “countervailing benefits to consumers or competition” may be ambiguous as applied to online behavioral advertising.

The flexible standard of the FTC’s unfairness authority will allow the FTC to promulgate privacy rules because courts will give substantial deference to the FTC’s factual conclusions and legal interpretations. A legal challenge to an unfairness rule promulgated by the FTC will focus on the three-part test in the statute. As stated previously, an act or practice is unfair when it “causes or is likely to cause substantial injury to consumers which is not reasonably avoidable by consumers themselves and not outweighed by countervailing benefits to consumers or to competition.”\textsuperscript{185} As detailed earlier, privacy harms are substantial injuries and the FTC should use its authorities to address these harms under its unfairness authority. The unfairness standard is not rigid and Congress envisioned that the FTC would “develop[] and refi[n]e its unfair practice criteria on a progressive, incremental basis.”\textsuperscript{186} This standard, coupled with the procedural requirements of the Mag-Moss rulemaking process, show that so long as the FTC determines that the online surveillance of internet users is a substantial injury that consumers cannot reasonably avoid without countervailing benefits to consumers or competition, and follows the procedural requirements of the Mag-Moss rulemaking process, the rule will withstand a judicial challenge. There is no question that Congress has clearly delegated rulemaking authority to the FTC that encompasses broad scale commercial regulations with vast economic and political significance\textsuperscript{187} and that the FTC has exercised those powers effectively over more than one hundred years.

**B. Privacy Rules Can Be Crafted to Withstand First Amendment Scrutiny**

Agency actions that restrict or penalize speech are potentially subject to challenge under the First Amendment.\textsuperscript{188} The level of scrutiny applied to a law or regulation subject to a First Amendment challenge depends on the type of activity restricted and the impact of the restriction on protected speech. For example, restrictions that only have “indirect impacts on speech” are


\textsuperscript{185} 15 U.S.C. § 45(n).

\textsuperscript{186} \textit{Am. Fin. Servs. Ass'n v. F.T.C.}, 767 F.2d 957, 978 (D.C. Cir. 1985).

\textsuperscript{187} The Supreme Court has recently raised questions about whether such “major questions” can be addressed through administrative rulemaking absent a clear statement from Congress. \textit{See Alabama Ass'n of Realtors v. HHS}, 594 U.S. \textit{___, ___}, (slip op. at 6), 141 S. Ct. 2485, 2489 (2021). But here the FTC’s authority to promulgate unfair trade practices rules was expressly endorsed by Congress when the unfairness policy statement was codified in the Federal Trade Commission Act Amendments of 1994, Pub. L. 103-312, 108 Stat. 1691, 1695 (1994) (codified at 15 U.S.C. § 45(n)).

\textsuperscript{188} \textit{Matal v. Tam}, 137 S. Ct. 1744, 1763–64 (2017).
subject to rational basis review. Even regulations that directly restrict commercial speech are only subject to “relaxed” or “intermediate scrutiny” under Central Hudson, which provides that the speech must “at least concern lawful activity and not be misleading; the government interest [must be] substantial; the regulation must directly advance the governmental interest asserted, and the regulation must not be more extensive than is necessary to serve the interest.”

Courts have held that the government’s interest in protecting privacy is substantial. Courts have repeatedly upheld statutes and regulations that aim to protect informational privacy interests. Indeed, courts have rejected challenges to the Fair Credit Reporting Act and Gramm-Leach-Bliley Act privacy requirements on the grounds that businesses seeking to sell “information about individual consumers and their credit performance” are given “reduced constitutional [speech] protection” under the private commercial speech doctrine. The D.C. Circuit has also upheld the application of opt-in rules to limit downstream uses of personal information. When considering whether the restriction is “no more broad or no more expansive than necessary to serve [the government’s] substantial interests,” the “only condition is that the regulation is proportionate to the interests sought to be advanced.”

VII. Conclusion

The pervasive collection and use of personal data online for secondary purposes causes substantial harm to consumers. The FTC should promulgate a Section 5 unfair trade practices rule to prohibit these widespread and harmful surveillance practices. The Commission has broad authority under Section 5 to address these issues and there are several different ways that they could craft them. We believe that the most effective rule would be a blanket prohibition on most secondary use and third party disclosure with narrow exceptions. This would ensure that consumers are not subjected to unwanted surveillance and unfair data practices.
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