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Consumer Federation of America (CFA) and Consumer Action appreciate the opportunity to comment on the Advance Notice of Rulemaking on Commercial Surveillance and Data Security\(^1\) recently issued by the Federal Trade Commission (FTC). CFA, an association of nonprofit consumer organizations and state and local government consumer agencies across the United States, was created in 1968 to advance consumers’ interests through research, education, and advocacy. CFA has long worked on issues related to data privacy and security. Consumer Action has been a champion of underrepresented consumers since 1971. A national, nonprofit 501(c)3 organization, Consumer Action focuses on financial education that empowers low to moderate income and limited-English-speaking consumers to financially prosper. It also advocates for consumers in the media and before lawmakers and regulators to advance consumer rights and promote industry-wide change particularly in the fields of consumer protection, credit, banking, housing, privacy, insurance, and telecommunications.

In these comments, CFA and Consumer Action will highlight three specific concerns about “surveillance advertising” and make recommendations for how to address them. CFA has also joined with other groups in comments\(^2\) specifically focusing on children’s privacy and strongly supports the broader comments in this proceeding submitted by the Electronic Information Center (EPIC).\(^3\)

**Executive Summary**

First, the FTC should **prohibit** surveillance advertising, in which individual consumers are shown advertisements based on inferences about their interests, demographics, and other characteristics drawn from tracking their activities over time and space, because it is inherently unfair and deceptive. This practice uses invisible and invasive techniques to manipulate consumers and rob them of real choice in the marketplace. Furthermore, the benefits of surveillance advertising do not outweigh the harms, and relevant ads

---

\(^1\) Federal Register: Trade Regulation Rule on Commercial Surveillance and Data Security. The deadline for comments has been extended to November 21, 2022.

\(^2\) CFA’s and Consumer Action’s joint comments are at https://consumerfed.org/testimonial/comments-to-the-federal-trade-commission-on-anpr-for-commercial-surveillance-and-security-from-cfa-and-consumer-action/. The child-focused comments which CFA signed onto are also at that link.

\(^3\) EPIC’s comments, as well as these comments and those of many other organizations with which we work on privacy, can be found at https://epic.org/ftc-rulemaking-on-commercial-surveillance-data-security/.
can be delivered to consumers in a much less privacy-intrusive manner through contextual advertising.

Second, it is crucial to set rules for data minimization to protect consumers from excessive collection, use, and sale of their data (including sharing their data in exchange for monetary or other forms of valuable consideration). The absence of such protection can result in a range of harms. The FTC should limit the collection, use and sale of data that can be linked to individual consumers to what is necessary to provide them with the products or services they have requested and for other specific permissible purposes.

Third, while notice about surveillance advertising can be useful to consumers and others, the FTC should not over-rely on notice to address the concerns this practice raises. Even if notices about companies’ data practices are simplified and standardized, as we believe they should be, not all consumers will read them, and those who do may find it difficult to fully understand the potential impact of these practices. Furthermore, consent to data practices (“choice”), which is usually coupled with notice, can be illusory if consumers must agree in order to obtain the information, goods or services they want. Even if notices about data practices are improved and “dark patterns” to manipulate consumers’ choices are prohibited, there will always be asymmetries in the balance of knowledge and power between commercial entities and consumers. In the case of surveillance advertising, which by its very nature is not obvious to consumers, notice and consent cannot substitute for limitations and requirements that protect them from unfair and deceptive acts or practices in the collection, use and sale/sharing of their personal information.

In these comments, we will refer to some of the questions that the FTC has posed.

**Surveillance advertising should be prohibited.**

In January 2022 CFA submitted comments to the FTC in support of a petition by Accountable Tech to prohibit surveillance advertising. CFA noted that the “petition is in line with the recent White House Executive Order that called on federal agencies to combat monopolies and eliminate anticompetitive practices, including those wielded by dominant digital platforms, and specifically encouraged the FTC to use its rulemaking authority to address unfair data collection and surveillance practices that may damage competition, consumer autonomy, and consumer privacy.”

---

5 See https://www.ftc.gov/system/files/attachments/other-applications-petitions-requests/r207005_-_petition_for_rule_to_prohibit_surveillance_advertising_0.pdf.
CFA’s comments in that proceeding were informed by its 2021 research on surveillance advertising. Based on that research, CFA produced a series of factsheets\(^7\) that explain what surveillance advertising is, how the tracking that facilitates it works, whether it is good for consumers or the ad tech industry, whether it benefits small business, how it can lead to discrimination, and whether contextual advertising is a better alternative. CFA also created a diagram of the surveillance advertising ecosystem and an infographic. These materials are intended to help policy makers, enforcement agencies, consumer organizations, the media, businesses, and consumers understand surveillance advertising and the concerns it raises.

**Surveillance advertising has become a prevalent practice (questions 1, 2 and 3).**

According to a survey commissioned by the Interactive Advertising Bureau (IAB), in the United States digital advertising grew tremendously in 2021, and revenues from programmatic advertising, which uses historical traffic data and online targeting methods to display ads to people who are the most likely to want to see them, increased by 39 percent from 2020 to 2021. The study also showed that programmatic advertising increased its share of overall non-search ad revenue to 89.2% (from 88.0% in 2020).\(^8\) It is predicted that in 2022, over 90% of all digital display ad dollars will transact programatically.\(^9\)

**The harms that can arise from surveillance advertising can be substantial and difficult to avoid (questions 4, 5, and 6).**

While Accountable Tech’s petition to the FTC centered on the anti-competitive nature of surveillance advertising (a concern that CFA shares), CFA’s comments noted that this practice is also inherently unfair and deceptive because it “uses invisible and invasive techniques to manipulate consumers and rob them of real choice in the marketplace.”\(^10\)

Tracking, profiling, and selling/sharing consumers’ data for surveillance advertising often involve entities with which they have no direct relationship (ad tech companies). Since these practices are neither visible to nor expected, consumers are not well-positioned to avoid the harm that may result.

In some circumstances the connection between compilations of their personal data and harm may be obvious to consumers – for instance, when they have been notified of a data breach and subsequently discover that someone is impersonating them using the compromised information to take over their existing accounts or open new ones.\(^11\)

---

\(^7\) See https://consumerfed.org/surveillance-advertising-factsheets/.


\(^11\) Every state in the U.S. has a law requiring individuals whose data has been subject to a breach to be notified.
It is much harder, however, for consumers to be cognizant of harms that may arise from surveillance advertising and avoid them. Most consumers are unaware of the data collection for this purpose and of the profiling that is integral to it. As a 2020 study\(^\text{12}\) by Consumer Reports, which traced the evolution of consumers’ awareness of and attitudes about online tracking over more than two decades, showed (italics added):

“Over time, there has been greater awareness of tracking as a result of consumers’ increased experience on the web, personal experiences with corporate tracking and tailored ads, news moments like Cambridge Analytica, and consumer education efforts. Yet, awareness that you are being tracked has not on its own translated into better consumer control over their data. In the current environment, consumers know they are being tracked, but they are largely unaware of how this tracking is done, unable to control such data collection, and may even be resigned or complacent to it.”

Consumer Reports concluded that:

“For the majority of the web’s existence, the onus to protect and secure private data has largely fallen directly on the consumer, whose data is being collected and used to undermine their autonomy by predicting their behavior, providing them with biased service and pricing, and exploiting their trust to achieve political gains. It is useful to study what consumers know and understand about tracking and tracking technology to reflect on how rampant data collection has led to the current system. However, the initial findings of this research show that awareness of tracking and the techniques by which one is tracked do not on their own empower consumers to better control their data.”

Surveillance advertising can be detrimental to consumers in many ways. For instance, the profiling involved may result in ads not being delivered to consumers for employment, housing, credit, and other economic opportunities:

- **ProPublica reported in 2017**\(^\text{13}\) that employment ads on Facebook from multiple companies were targeted to certain age groups, excluding older workers.
- **ProPublica reported in 2018**\(^\text{14}\) that employment ads from 15 different companies were targeted specifically at either men or women, often along gender-stereotypical lines.

---


\(^{14}\) Ariana Tobin and Jeremy B. Merrill, “Facebook is Letting Job Advertisers Target Only Men,” ProPublica (September 18, 2018), https://www.propublica.org/article/facebook-is-letting-job-advertisers-target-only-men.
• A 2020 study from Carnegie Mellon\textsuperscript{15} found discrimination in ads for housing, employment and credit served to non-binary people.

While discrimination in housing, employment, and credit is very concerning, the targeting enabled by surveillance advertising inherently allows advertisers to unfairly discriminate across all types of ads, for any type of products or services. This limits choices available to certain groups of people.

This user tracking and profiling can also be used for price discrimination. For example:

• The \textit{Wall Street Journal} reported\textsuperscript{16} that Staples changed the price shown to users based on their location and distance from rival stores. The article also identified several other companies that adjusted prices depending on a user’s location and/or browsing history.

• \textit{ProPublica} reported in 2015\textsuperscript{17} that The Princeton Review charged higher prices for SAT test prep to consumers in ZIP codes with higher percentages of Asian Americans.

• Businesses can also use “price steering” to manipulate user spending based on tracking and profiling.

Price steering attempts to nudge users towards specific options depending on their characteristics. For example:

• Travel website \textit{Orbitz} sorted search results\textsuperscript{18} to show Mac users more expensive hotel rooms than users with other platforms.

• In 2014 researchers at Northeastern University\textsuperscript{19} found that 9 out of the 16 ecommerce websites they studied engaged in some sort of price steering or price personalization.

Harms such as these can have substantial impacts on individual consumers and groups of consumers with similar profiles. Since surveillance advertising inherently allows ad targeting based on individuals’ personal characteristics, an advertiser can simply decide not to show an ad to certain people.

Even if it is prohibited from using an individual’s status in a protected group directly, an


advertiser can use a proxy such as location to exclude protected groups, such as minorities. For instance, an advertiser could use location as a proxy and exclude people in an area in which a particular race or ethnicity is predominant.

The automated processes that facilitate surveillance advertising can lead to discrimination even when ads are targeted fairly. An academic study²⁰ found that ad delivery is not only based on individuals’ personal characteristics; how people respond to advertisements and the amount of money businesses want to spend on advertising also play significant roles in determining who sees what ad.

Some ad tech companies track how different ads perform with different people. If the data show that certain individuals interact with a particular ad more than others, people like them are more likely to be served that ad in the future, to the exclusion of others in that potential audience. Furthermore, since ad delivery operates on an auction system in which businesses bid for ad targets, those that are willing to pay the most will have their ads shown to the most “valuable” individuals, while those who spend less will end up with a less desirable audience for their ads. These practices can skew ad delivery in a way that results in discrimination against certain people, even if that was not the intent.

Other harms that can arise from surveillance advertising and have substantial impacts on consumers include using their profiles to target them for junk food, predatory loans and other dubious products and services, or to deliver misinformation to them for political purposes. As Consumer Reports and EPIC noted in their January 2022 report, *How the FTC Can Mandate Data Minimization through a Section 5 Unfairness Rulemaking*,²¹ rather than focusing entirely on specific injuries tied to the collection and use of consumers’ data the FTC should recognize that unwanted observation, through excessive data collection and use, is harmful in and of itself. As the FTC knows, personal data can be stolen or used in ways that are inappropriate or unwanted.

If, despite the surreptitious nature of surveillance advertising, consumers are aware of it and wish to avoid harm that may result from it, doing so can be difficult. They can clear cookies on their computers, but not all tracking involves cookies. Ad blockers allow consumers to stop seeing some ads and thus stop some tracking by default, but not all. Some websites and apps offer the ability to opt out of surveillance advertising, but this does not necessarily stop them

---


from collecting consumers’ data. Furthermore, having to opt out of each tracker one-by-one is extremely burdensome for consumers.

There are third-party programs that can help consumers limit surveillance advertising, such as the Digital Advertising Alliance’s “Your AdChoices” program, but not all companies participate. Consumers can use Internet browsers with global privacy controls (GPC) to send signals communicating that they do not want their data to be sold or shared, but again, that says nothing about data collection, and the signals may be ignored absent a legal requirement to honor them.

Furthermore, GPC signals have no effect on data collected about consumers offline. License plate readers can track consumers’ locations without their knowledge or ability to shield themselves. Consumers also have no control over the use of GPS in vehicles they hire to transport them, such as Ubers. Consumers can turn the location feature off on their mobile devices, but that can interfere with their ability to find their way. Consumers can try to limit the data they provide to companies, but that may also limit the information, products, or services they can obtain. Moreover, consumers have limited control over data about them in public records. It is difficult for consumers to completely avoid the collection of their data for surveillance advertising since their personal information can be obtained from multiple sources.

The harms that can result from surveillance advertising are not outweighed by the benefits (questions 41, 42 and 43).

The argument in favor of surveillance advertising is that consumers appreciate seeing advertisements for products and services in which they are interested. The majority, however, do not want targeted ads when the trade-off is having their personal data collected. A 2021 survey commissioned by Accountable Tech found that 81 percent of Americans would rather keep their personal data private even if it means seeing less relevant ads. Furthermore, a 2019 survey by Pew Research Center found that 79 percent of Americans are concerned about how their data is collected and used by companies, and 81 percent feel that the potential risks of this data collection outweigh the benefits.

Claims that surveillance advertising benefits businesses are also overblown. Publishers – the businesses that operate the websites and apps where the ads appear – do not see revenue

---

22 See, for example, YourAdChoices Give You Control, Digital Advertising Alliance, https://youradchoices.com/.
increase by much, if at all, by hosting targeted ads over non-targeted ones. A 2019 study\textsuperscript{25} found that publishers only see a 4 percent increase in revenue from targeted ads over non-targeted ones, or $0.00008 per ad.

Both the New York Times\textsuperscript{26} and Dutch public broadcasting company NOP\textsuperscript{27} have seen ad revenues increase after they stopped accepting surveillance advertising. Furthermore, surveillance advertising is not as efficient at matching businesses with consumers as some claim.\textsuperscript{28} Another 2019 study\textsuperscript{29} found that demographics and interest categories used to target ads are often inaccurate across leading data brokers, resulting in low gains for targeted ads over random ad placement.

**Contextual advertising is a viable alternative for consumers and businesses (question 41).**

There is an effective alternative to deliver relevant ads to consumers – contextual advertising, which is based on characteristics of the *content a consumer is currently browsing* – the subject matter of only that webpage or app. Contextual advertising in its pure form does not take the consumer’s characteristics into account or depend on that person’s past behavior.\textsuperscript{30} Furthermore, as a study\textsuperscript{31} in 2020 documented, contextual ads can be more cost-effective for businesses than surveillance advertising.

It is important to note that due to growing concerns about third-party tracking and targeting, the surveillance advertising industry is evolving. Increasingly, first party commercial

---


entities are selling data about their customers to advertisers, and even becoming ad tech companies themselves.\textsuperscript{32}

**Recommendation 1: The FTC should prohibit surveillance advertising because it is inherently unfair and deceptive.**

**Setting rules for data minimization is crucial to protect consumers from excessive collection, use, sale and sharing of their data.**

*Data minimization is an essential element of privacy protection (question 43).*

There are many definitions of data minimization. For instance, in the European General Data Protection Regulation (GDPR) one of the core principles for processing personal data is that the data must be “adequate, relevant, and limited to what is necessary in relation to the purposes for which they are processed (‘data minimisation’)”.\textsuperscript{33}

According to the privacy guidelines\textsuperscript{34} issued by the Organization for Economic Cooperation and Development “(t)here should be limits to the collection of personal data and any such data should be obtained by lawful and fair means and, where appropriate, with the knowledge or consent of the data subject.” This Collection Limitation Principle is meant to be complementary to the other principles in the document, which is intended to be read in its entirety.

A 2021 article in the International Association of Privacy Professionals’ newsletter describes the history of the FIPPS (fair information practice principles) around the world, including collection limitations.\textsuperscript{35} A recent report by the nonprofit consumer rights organization Access Now describes data minimization as a human rights issue and says, “the simplest and most useful definition is that any organization (whether private company, public entity, or government body) collecting data should collect only the data necessary to provide their product or service, and nothing more.”\textsuperscript{36}

Why is this principle important for consumer protection? As Access Now puts it, “Expansive data collection has caused significant harm, and risk of harm, for people. These


harms range from the more obvious identity theft and physical harms to less obvious examples, such as relationship harms (due to loss of confidentiality), emotional or reputational harms (due to private information becoming public), or chilling effects on speech or activity (due to a loss of trust in government or other organizations). \(^{37}\)

**Recommendation 2:** In accordance with the data minimization principle, The FTC should limit the collection, use and sale/sharing of data that can be linked to individual consumers to what is necessary to provide them with the products or services they have requested and for other specific permissible purposes.

**Notice and consent are not enough.**

*Notice and consent cannot substitute for limitations and requirements that protect consumers from unfair and deceptive acts or practices in the collection, use and sale/sharing of their personal information (question 49).*

While there is no comprehensive privacy protection law at the national level in the United States, individual states have begun to act over the past several years. The first was California, which enacted a general privacy statute in 2018.\(^{38}\) Among other things, the California Consumer Privacy Act (CCPA) entitles individuals to know what personal information companies have collected about them, to ask for the information not to be sold, and to request that their data be deleted (with some exceptions). The CCPA took effect in January 2020 and voters approved a ballot measure last year to strengthen it.

Yet while Californians strongly support the CCPA, a survey that CFA and Consumer Action commissioned in December 2021 showed that large percentages of Internet users in that state had not exercised the rights described above, and the most common reason was that they were unaware of them.\(^{39}\) (While the survey focused on California Internet users’ knowledge and experiences, the CCPA applies to companies’ data practices offline as well.)

Black and Hispanic Californians and those at the lower ends of the income and educational scales were especially unaware of these rights. This was notwithstanding the fact that companies offering their products or services to consumers in California must provide information to them about their privacy practices and their rights on their websites, in their stores, on the phone and via the mail. The survey also asked if businesses should be required to obtain individuals’ permission to collect, use, or share their personal information for any purpose other than to provide them with the product or service they requested – the data minimization principle. Nine out of ten Californians answered “yes.”

\(^{37}\) Id, page 7.

\(^{38}\) See information about the California Consumer Privacy Rights Act on the state attorney general’s website at https://www.oag.ca.gov/privacy/ccpa.

If consumers must take affirmative action to exercise their privacy rights, they cannot do so if they are unaware of those rights and how to assert them. Complicating matters for consumers, companies’ privacy policies can be difficult to understand. While many organizations, businesses, and government agencies have worked to make privacy policies easier for consumers to comprehend and to make mechanisms for exercising their choices easier, the fact is that it is a heavy burden for consumers to protect their personal data from unwanted data collection, sharing, and use.

In a 2008 paper, Aleecia M. McDonald and Lorrie Faith Cranor at Carnegie Mellon University estimated that reading privacy policies carried costs in time of 201 hours (about 1 week 1 and a half days) a year, worth about $3,534 annually per American Internet user. They also posited that nationally, if Americans were to read online privacy policies word-for-word, the value of time lost would be $781 billion (about $2,400 per person in the US) annually.\footnote{Aleecia M. McDonald and Lorrie Faith Cranor, \textit{The Cost of Reading Privacy Policies}, \textit{I/S: A JOURNAL OF LAW AND POLICY} (2008), Vol. 4:3 pages 543-567, available at \url{https://kb.osu.edu/bitstream/handle/1811/72839/ISJLP_V4N3_543.pdf}.}

In 2011, Ms. Cranor and colleagues released the results of a 45-participant laboratory study investigating the usability of tools to limit online behavioral advertising. They found “serious usability flaws” in all nine blocking tools participants tested.\footnote{Cranor et al,” Why Johnny Can’t Opt Out: A Usability Evaluation of Tools to Limit Online Behavioral Advertising,” (October 31, 2011, revised May 10, 2012), \url{JTHTLv10i2_Cranor.PDF}.}

Is it realistic to place the burden on consumers to protect themselves from unwanted surveillance advertising? Our answer is “no.”


- “Under the still-dominant U.S. ‘notice and choice’ approach to consumer information privacy, the rational consumer is expected to negotiate for privacy protection by reading privacy policies and selecting services consistent with her preferences.”
- This is difficult, however, because as the authors note, “empirical research supports and goes beyond more general experimental work to reveal that many consumers negotiate privacy preferences based on fundamental misunderstandings about business practices, privacy protections, and restrictions upon the use of data, and that these misunderstandings may lead them to expect more protection than actually exists.”

The authors concluded that society should make decisions about information flows and

\footnotetext{ 
\footnote{Cranor et al,” Why Johnny Can’t Opt Out: A Usability Evaluation of Tools to Limit Online Behavioral Advertising,” (October 31, 2011, revised May 10, 2012), \url{JTHTLv10i2_Cranor.PDF}.}
data privacy as machine information processing becomes more sophisticated. Today, that call is even louder as consumers are surreptitiously tracked and judgements are made about what information, products, or services to offer them, at what terms, based on data related to them.

While consumers can easily find information about the relative safety of various models of automobiles to help them make wise purchasing decisions, in many states vehicles that have been deemed unsafe are not allowed to be sold in that condition. The FTC properly protects consumers by providing businesses with guidance and bringing lawsuits to stop unfair acts or practices. The FTC’s rulemaking authority is broad, and since 1965 it has promulgated rules to protect consumers from unfair and deceptive practices in a wide range of products and services, from deceptive advertising and labeling of cigarettes in relation to the health hazards of smoking to energy and water use labeling for consumer products. Privacy is addressed in several FTC rules, such as the Telemarketing Sales Rule, the Children’s Online Privacy Protection Rule, and the Financial Privacy Rule. It is entirely appropriate for the FTC to initiate this notice of proposed rulemaking concerning commercial surveillance of consumers and to promulgate rules in this regard.

Consumer Reports and EPIC recently produced a paper detailing how the FTC can use its Section 5 unfairness rulemaking authority to mandate data minimization, prohibiting all secondary data uses, with limited exceptions, to ensure that consumers can safely use apps and online services without having to take additional action. We agree.

**Recommendation 3: The FTC should use its rulemaking authority to protect consumers from the harms that can arise from the practice of surveillance advertising.**

**Conclusion**

Surveillance advertising uses data to make inferences about consumers, without their knowledge, to customize the information and offers they will see or receive. This practice goes beyond traditional ad targeting, which is relatively easy for consumers to understand. For instance, consumers who subscribe to cooking magazines are not surprised to see ads in them for cooking-related goods or services. If they are at a cooking-related website or using a cooking app, they may also expect to see such solicitations. They may be surprised, however, if the ads they see are different than those presented to other consumers on the same website or using the same app.

To take matters one step further, consumers may not expect that they will see ads for products or services that are completely unrelated to cooking and are based on inferences based on their personal information, especially from companies with which they are unfamiliar.

---

For example, consumers who have diabetes may have special food-related requirements and prohibitions. Is it appropriate for these consumers to be targeted for diabetes medications on cooking websites or apps based on data that have been collected about them? What if the websites or apps on which they are targeted for diabetes medications have nothing to do with food? What if information about their activities using cooking websites or apps, combined with other data, indicates that they are not following eating recommendations for people with diabetes – is it appropriate for that information to be made available to drug companies or health insurers? To potential employers? To companies that are peddling fake diabetes treatments or cures?

CFA and Consumer Action believe that while providing information in companies’ privacy policies about data collection, use and sale/sharing can be helpful to consumers, it is insufficient to protect them from potential harm (including unwanted surveillance advertising). They should not be expected to be data practice experts. In some cases, opting into certain surveillance practices may be an appropriate choice to present to consumers if sufficient information is provided and data restrictions are in place; for instance, in offers to participate in loyalty programs offered by companies with which consumers wish to do business. In situations in which consumers’ data are needed to prevent fraud, however, providing an opt in is not necessary if the data collection, use, and sharing are restricted to that purpose. Except for necessary operational purposes such as fraud control, secondary data practices should simply be prohibited.

Our organizations look forward to working with the FTC as these and other issues are considered in the rulemaking process. For questions concerning these comments please contact Susan Grant, a Senior Fellow at CFA, sgrant@consumerfed.org, and Ruth Susswein, Consumer Action’s Director of Consumer Protection, ruth.susswein@consumer-action.org.