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Introduction

This comment is offered by Open MIC (the Open Media and Information Companies Initiative), a non-profit organization which aims to foster corporate accountability in the tech and media sectors, principally through shareholder engagement. Open MIC works closely with institutional investors—including sustainable investment firms, state and municipal pension funds, faith-based investors, foundations and others—that have fiduciary interests in a broad range of industries engaged in commercial surveillance and data security. These diversified or universal investors, as they are often called, therefore have a strong interest in the current proceeding.

Open MIC urges the Commission to promulgate strong trade regulation rules for the protection of consumer privacy, with the understanding that such action would benefit the economy as a whole and diversified investors generally, even as it may restrict the immediate profitability of a specific set of damaging business models employed by individual companies. Widespread practices of unaccountable consumer data management enact immeasurable harm on consumer welfare, worker productivity, and economic stability, creating massive negative externalities that damage overall economic performance and encourage companies to engage in negligent data practices for which society, rather than the company, bears the actual costs.

Rather than presenting a barrier to economic growth, bold regulatory action to limit commercial surveillance and protect consumer privacy would in fact benefit the broader economy by reining in a value-destroying business model that profits a few select companies at the expense of cross-sector financial health and stability.

I. Consumer privacy invasions create massive negative economic externalities.

Commercial surveillance and lax data security practices enact significant harms on the individuals whose data are collected, shared, exposed, monetized, or used against them. In study after study, consumers demonstrate a growing sense of anxiety about these harms. Pew Research Center recently found that 81 percent of respondents felt that the risks of commercial data collection outweighed the
benefits, and that more than half reported avoiding a product or service due to privacy concerns.\(^1\) Survey research from global consulting firm McKinsey revealed abysmal levels of trust in data protection across all industry sectors—the highest scoring sectors were healthcare and financial services (which notably experience greater privacy regulation through other legal and regulatory measures), but even those industries were only rated as trustworthy by 44 percent of respondents.\(^2\) When Apple began requiring iOS application developers to request permission to collect tracking data from users, 94 percent of those who responded in the first three weeks chose not to opt-in to this data collection.\(^3\) Such widespread and deeply rooted anxiety around data protection indicates that consumers have a strong understanding of the potential harms that commercial surveillance exposes them to.

Taken in aggregate, these diffuse individual harms create enormous societal and economic costs, which are overwhelmingly not borne by the companies responsible for incurring those costs. Current data-exploitative business models would not be considered profitable or value-creating if such costs were taken into account rather than externalized. Allowing these practices to continue without meaningful intervention puts the country’s broader economic well-being at risk.

### A. Data breaches and sharing practices

Data breaches are perhaps the clearest example of how a company’s participation in commercial surveillance and subsequent failure to adequately secure such data can result in serious economic costs. According to UNCDF estimates, the global economic cost of data breaches in 2020 was “a staggering USD 4-6 trillion, equivalent to about 4-6% of global GDP.”\(^4\) IBM recently estimated that the average cost

---

of a data breach in the United States has risen to just under $10 million—more than twice the global average.\textsuperscript{5}

Even these metrics fall short of assessing the true cost of data breaches. Typical calculation methodologies include the costs to businesses of notifying consumers of a breach, offering financial redress to consumers, and stock value fluctuations—but it is exceptionally hard to quantify the indirect costs of consumer harm. Identity theft is a prime example. Victims of identity theft “can suffer a ruined credit score, inability to access credit or employment, or even criminal charges - in addition to financial damage, psychological costs, and time losses.”\textsuperscript{6} In 2019, 28 percent of Pew Research respondents reported suffering from a major identity theft problem within the past year, with Black adults even more likely to be targeted than their Hispanic or white counterparts.\textsuperscript{7}

Consumers overwhelmingly bear these costs without reimbursement or recovery from the company that failed to adequately protect their personal information. Although these costs appear diffuse and individualized, they also represent a tremendous reduction in customer trust and purchasing power, as well as worker health and productivity, for the entire economy. Recent research in the Harvard Business Review describes how even direct business harms such as stock market losses can effectively spill over to close rival companies—a risk that can be mitigated by offering consumers stronger data transparency and control.\textsuperscript{8}

Beyond security failures, consumers’ data regularly falls into malicious hands due to unregulated sharing and selling of data. As the Commission is well aware, data brokers and other companies routinely sell consumers’ geolocation and other data that, when sold to private actors, may enable digital


harassment, stalking, and physical violence.  Many companies also share data collected via consumer surveillance regimes with law enforcement agencies. Whether this data is shared in compliance with a valid warrant or subpoena, as in the case of Nebraska police soliciting private Facebook messages to be used in a criminal proceeding against a mother for helping her teenage daughter abort her pregnancy, or whether it is shared out of an “extreme willingness to help”, as in the case of AT&T allowing the National Security Agency unfettered access to its network, the end results subject consumers to a range of harms including governmental surveillance, arrests, and deportation.

Many of these harms represent violations of internationally-recognized civil and human rights. By sharing consumer data with law enforcement agencies, voluntarily or otherwise, companies become complicit in such abuses.

In 2010, OECD presenters described privacy costs using a “blank check” metaphor. Consumers have no way of knowing what they will be “charged” when their data is collected—if they will be subject to irritating spam, financial instability, or violent personal injury. Harms vary in terms of immediacy and tangibility, and in many cases the sophistication of the commercial surveillance system is such that it’s impossible for consumers to discover the company or companies responsible for their injury, let alone seek remediation. From an economic perspective, by saddling individual consumers with the true costs of commercial surveillance and lax data security regimes, companies engaging in this practice are
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redistributing tremendous business costs to every industry sector that depends on financially-stable customers and a healthy, productive workforce—namely, all of them.

B. Targeted advertising and consumer profiling

Using data gleaned from commercial surveillance practices for targeted advertising and consumer profiling exacerbate economic and societal inequality. Some well-documented examples include: risky payday loan vendors targeting predatory advertisements to low-income consumers and people of color\(^{15}\); Facebook allowing racial discrimination in violation of the Fair Housing Act\(^{16}\); major platforms promoting COVID-19 misinformation to vulnerable populations\(^{17}\); extremist political movements fomenting polarization and election disinformation.\(^{18}\)

While there are conceivably neutral applications for microtargeting and consumer profiling, the fact remains that discriminatory and unfair applications are widespread and largely unregulated. On aggregate, these practices work to replicate existing inequalities and to exploit vulnerable consumers. While malicious or short-sighted company actors may see this exploitation as beneficial for immediate profits, research repeatedly shows a simple truth: Inequality is bad for business.\(^{19}\) A 2020 study by

---


Citigroup estimated that racial discrimination cost the U.S. economy $16 trillion.\textsuperscript{20} Economies characterized by extreme inequality suffer from reduced aggregate demand, credit bubbles, economic instability, shorter growth cycles, monopolistic inefficiencies, reduced development, flagging infrastructure, and a less educated workforce.\textsuperscript{21} A growing body of research also suggests that economic and social inequality is positively correlated with political unrest and instability.\textsuperscript{22} Overall economic growth benefits from stable governments and predictable market conditions.

Inequality in the United States surpasses most other developed nations, and trends suggest it will continue to rise barring major policy intervention.\textsuperscript{23} Unregulated targeted advertising contributes to and exacerbates the economic consequences of inequality, collecting individual profits at the expense of broader market sustainability.

It’s also worth noting that while increasingly granular data targeting does result in increased risks and consumer harms, it does not follow that the advertising or profiling is more effective.\textsuperscript{24} Targeted advertising is routinely maligned as irritatingly intrusive, and consumer data profiles often include grossly inaccurate information stripped entirely of its context. Commercial data items and collection methods demonstrate “very high variability in quality,” and yet commercial surveillance norms subscribe to an empirically inaccurate belief that more data is always better—or as one researcher put it nearly two decades ago, “garbage in—garbage out.”\textsuperscript{25} Research suggests that some of the commercial data sets most in
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demand are rife with inaccuracies, particularly for low-income communities.\textsuperscript{26} The black box nature of most commercial surveillance regimes mean that it is virtually impossible for consumers to review, let alone correct inaccurate data—but they nonetheless experience the consequences of whatever data errors are included in their profiles.

Basing business decisions on inaccurate consumer profiles not only threatens the health of that particular company or industry, but subjects consumers and businesses across sectors to deleterious harms. Untold numbers of consumers are being denied services, loans, housing, and more based on unaccountable data profiles which may not even be accurate. This is hardly an efficient economic outcome.

\textit{C. Algorithmic decision making and artificial intelligence}

Black box algorithms and artificial intelligence systems also routinely perpetuate economic inequality. Widely-adopted healthcare algorithms discriminate against people of color both through explicit racial factors and through the use of racial proxies, leading to predictably worse health outcomes.\textsuperscript{27} Law enforcement agencies use biased algorithms and facial recognition technologies that disproportionately target communities of color for harassment and arrest.\textsuperscript{28} Artificial intelligence systems used by remote exam proctors discriminate against disabled, neurodiverse, queer, and Muslim communities, presenting barriers to equal education.\textsuperscript{29}


\textsuperscript{28} Monica Chin, “ExamSoft’s proctoring software has a face-detection problem,” The Verge (Jan. 5, 2021), https://www.theverge.com/2021/1/5/22215727/examsoft-online-exams-testing-facial-recognition-report; Shea Swauger, “Remote testing monitored by AI is failing the students forced to undergo it,” NBC News (Nov. 7, 2020),
As discussed above, these systemic inequalities extend beyond the sphere of ethics- and rights-based philosophies to have an additional negative material impact on broader economic growth, to the detriment of all businesses and individuals.

Lack of governance around the development, testing, and marketing of artificial intelligence systems also means that many artificial intelligence tools presently on the market are not actually functional. Most well-known examples of AI tools being misapplied and causing harm are in fact the result of these technologies failing to function properly, as opposed to functioning at dangerously sophisticated levels. Job recruiting software fails to reduce bias in candidate screening and misses huge quantities of qualified candidates for arbitrary reasons; weapons-scanning systems deployed in schools fail to detect handguns but falsely flag laptops; water quality prediction tools incorrectly predict that beaches will be safe for swimming when health risks are present.

Meanwhile, businesses and public agencies are investing huge amounts of money adopting these artificial intelligence tools, often to replace human workers in whole or in part, only to discover that the tools cannot deliver on overly grandiose marketing promises. Not only does this perpetuate inequality, it damages businesses by reducing business efficiencies, exposing companies to lawsuits, limiting the pool of qualified workforce candidates, and other direct harms.

---
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II. Diversified investors benefit from limiting externalities and protecting privacy.

For diversified investors, the economic health of the broader economy matters much more than the profitability of any individual company or sector. For this reason, they have a vested interest in transforming business models that depend on offloading costs and consumer harms onto the broader economy, including models that depend on commercial surveillance and lax data security practices. Diversified investors and the ordinary savers who invest in companies that misuse data are harmed as their capital is misapplied to generate illusory profits at individual companies, while relying on data practices that harm consumers and investors alike.

A. Defining diversified investors

Diversified investors are actors that seek to minimize their financial risk by building a diverse portfolio, investing across economic sectors so that market fluctuations for individual companies or industries have minimal harmful impact on overall portfolio value. This strategy is rooted in modern portfolio theory (MPT), which “encourages those institutions to own diversified common stock portfolios in order to earn the greater returns available from equity without an undue increase in risk.”34 MPT has so influenced equity markets over the past half-century as to amount to “nothing less than an equity ownership revolution,” meaning that capital markets are now overwhelmingly dominated by large institutional investors with diversified long-term portfolios.35 Federally regulated retirement plans are in fact legally required to diversify their investments.36 This is also the method by which most individuals invest in the market, through pensions and retirement funds managed by large institutional investors.37

Diversified investors benefit from improvement in overall economic growth, which leads to improved average overall market returns, known as “beta”, and suffer when individual companies and

36 29 U.S.C. § 404(a) (1) (C).
sectors pursue high individual returns, known as “alpha”, at the expense of the economy overall—thereby harming overall portfolio returns.

This theory, sometimes called universal ownership theory, has its roots in environmental concerns. As a 2011 report from the UNEP Finance Initiative and Principles for Responsible Investment noted, diversified institutional investors “are inevitably exposed to growing and widespread costs from environmental damage caused by companies.” Companies that externalized the costs of pollution would appear immensely profitable to investors focused exclusively on seeking alpha, all the while the true costs of their actions were distributed across the broader economy, or over the long term. These harms are not negligible—the same report estimated that in 2008, global externalities equated to 11 percent of the entire global economy, with indications that costs would continue to rise in the absence of intervention.

Environmental externalities are far from the only widely-accepted example of companies foisting costs on the broader economy to falsely effect high individual financial performance. Using its award-winning SustainEx tool, investment manager Schroders estimated in 2018 that accounting for the social costs of externalities from publicly-traded companies would reduce U.S. company earnings by 55 percent. By this calculation, one-third of U.S. publicly-traded companies would be value destroyers—that is, the net social costs of their business exceeds their reported profits. Importantly, this assessment does not provide separate accounting for privacy costs, the inclusion of which would likely exacerbate these already damning results.

This is the exact opposite of an efficient market. MPT provides investors a powerful tool with which to minimize idiosyncratic risk from individual companies and sectors, but does nothing to protect
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diversified investors from systemic and non-diversifiable costs such as climate change, income inequality, and political instability.\(^{43}\) Universal ownership theory posits that diversified investors can and must reduce systemic risks by considering not simply the impact a company’s decisions have on individual financial performance, but the impact such decisions have on the sustainability and growth of the entire economy.

\(B.\) Privacy as a priority for diversified investors

Privacy costs bear some similarities to environmental costs in that they are often broadly distributed, difficult to quantify, and easy for companies to externalize under current lax legislative and regulatory regimes. In both cases, it is also typically more expensive to remedy harm after it has occurred than to take preventative measures.\(^{44}\)

Diversified investors have increasingly recognized the costs of consumer privacy invasions as major economic risks in need of intervention. Over the past several years, investors have filed shareholder proposals at major technology and telecommunications companies calling on their boards of directors to improve data practice disclosures, to audit the racial and civil rights impacts of commercial surveillance practices, to prohibit sales of facial recognition technology, and to report on measures for improving data security. These reports have won significant votes and pressured companies to make key changes.

In some cases, investors have pursued legal action. Shareholders at Amazon filed suit this year against company management alleging that their “astronomical” misuse of customer data represented such an existential risk that it breached Amazon’s fiduciary obligations.\(^{45}\) Shareholders at Meta allege that the company’s decision-making processes generally (and in particular related to consumer data, targeted advertising, and other commercial surveillance practices) have prioritized individual company returns

\(43\) Hawley and Lukomnik, op.cit.
\(44\) UNEP Finance Initiative and Principles for Responsible Investment, op.cit.
over all competing interests, thus discriminating against the company’s diversified investors who stand to benefit most from overall economic growth rather than a Meta-only perspective.46

These actions are meaningful and powerful, but they are also limited. Many major tech companies are not responsive to shareholder action, thanks to structures that give insider management outsized voting rights in comparison to independent shareholders.47 Many data brokers and start-ups are not publicly-traded companies, and are only accountable to venture capitalists or private equity firms with no formal structure for shareholder action. These firms are often charged with investing pension funds and other capital for the benefit of ordinary savers, but structured to reward managers for producing alpha returns, even if those returns come at significant cost to the overall economy and beta.

Perhaps most significantly, harmful data practices are also no longer the exclusive province of tech companies. Nearly every economic sector is involved in the collection, retention, or sharing of consumer data. Nearly every economic sector is investing in artificial intelligence and targeted advertising. The scope of the problem is too vast and too broad for targeted shareholder actions alone.

In the words of David Russell, head of Responsible Investment at USS Investment Management, “Engaging on a company or sector level is often less efficient than trying to get policies changed. Sometimes engaging with the market or the framework within which all the companies operate can be a more efficient way for Universal Owners to address externalities.”48 Moreover, research shows that policy shifts can have a significant positive impact, with studies reporting that having strong regulatory privacy protections in place reduces consumers’ worry and sense of data vulnerability, encouraging more productive relationships with companies.49

48 UNEP Finance Initiative and Principles for Responsible Investment, op.cit.
For that reason in particular, diversified investors have an interest in promoting strong privacy regulation to limit commercial surveillance and set a substantial baseline for protecting the economy.

**Conclusion**

The Commission must not allow the self-interested comments of specific companies and industry sectors that are heavily invested in an economically-damaging business model to equate strong privacy protections with economic harms. In fact, the broader economy stands to benefit greatly from meaningful regulation to restrict the rampant negative externalities of these companies’ unaccountable data management practices. Commercial surveillance practices are grossly inefficient, leading to short-term profitable returns for individual companies while doing severe damage to worker health, customer financial stability, social equality, and political stability—foundational pillars of sustainable economic success that the overwhelming majority of investors rely upon.

We urge the Commission to act decisively to protect consumers, diversified investors, and overall economic well-being from the devastating externalized costs of rampant data malpractice.
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