To: Federal Trade Commission  
600 Pennsylvania Avenue, NW  
Washington, DC 20580  

Re: Commercial Surveillance ANPR, R111004  
Docket ID: FTC-2022-17752  

Ranking Digital Rights Comment on Commercial Surveillance and Data Security  

November, 21, 2022
Ranking Digital Rights Comment on Commercial Surveillance and Data Security

RDR’s Unique Expertise on Commercial Surveillance 2

I. Commercial Surveillance: Background and Applications 3
   A. A Brief History of Commercial Surveillance 4
   B. Surveillance Advertising Is Everywhere 4
   C. The Data Broker Industry and Third-Party Data 8
   D. The Proliferating Harms of Surveillance Advertising 11

II. Surveillance Advertising and its Discontents 11
   A. Online Advertising is Poorly Governed 12
      1. Companies’ Digital Advertising Policies Lack Transparency 12
      2. Digital Advertising Policies are Inadequately Enforced 15
      3. Poor Governance Makes the Online Advertising Ecosystem Ripe for Exploitation 17
   B. The Harms Associated with Surveillance Advertising are Systemic 19
      1. Privacy Harms 20
      2. Algorithmic Bias and Discrimination 23

III. Data Security 25
   A. Companies’ Data Security Practices Lack Transparency 25
   B. Inadequate Governance and Use of Personal Information 26

IV. Recommendations for Rulemaking 28
   A. The FTC Should Regulate Commercial Surveillance as an Unfair Trade Practice—Thus De Facto Banning Surveillance Advertising 28
   B. Move Beyond Flawed “Notice and Consent” Frameworks 29
   C. Establish Standards for Data Minimization and Purpose Limitation 30
   D. Specify Permissible Purposes for Data Collection, Use and Sharing 31
   E. Require Companies to Disclose Their Data Practices to the FTC and to the Public, and to Submit to Regular Audits. 33
Ranking Digital Rights Comment on Commercial Surveillance and Data Security

Ranking Digital Rights (RDR) is a non-profit research and advocacy program at New America that works to advance freedom of expression and privacy on the internet by establishing global standards and incentives for companies to respect and protect the human rights of internet users and their communities. We carry out this mission by researching and analyzing the commitments, policies, and practices of major global digital platforms and telecommunication firms, based on international human rights standards. In addition to our research, we also advocate for laws and public policies that safeguard these fundamental rights.

RDR commends the Federal Trade Commission (the “Commission”) for its thoughtful consideration of the problems associated with commercial surveillance, including surveillance advertising and data security, and welcomes the opportunity to respond to the announcement of proposed rulemaking (ANPR). The concerns raised by the FTC have important implications for privacy, freedom of expression, the right to non-discrimination, and the enjoyment of other fundamental rights. In the absence of robust private or public mechanisms for corporate accountability, the harms stemming from commercial surveillance practices are simultaneously less visible than they should be, as well as being increasingly dangerous and difficult to address. We conclude our comment with a set of recommendations for the Commission to consider in its future rulemaking proceedings.

RDR’s Unique Expertise on Commercial Surveillance

As an organization that focuses on corporate accountability for human rights in the information and communication technology (ICT) sector, RDR has a unique understanding of how businesses can undermine human and civil rights as well as of the specific business practices that can prevent, mitigate, or remedy these harms. Our body of research, the Ranking Digital Rights Corporate Accountability Index (RDR Index), evaluates 26 publicly traded companies based in 15 countries with respect to 58 indicators related to corporate governance, freedom of expression and information, and privacy. Among these companies are America’s largest digital platform companies (e.g., Alphabet, Amazon, Apple, and Meta) and 12 telecommunications firms that include U.S.-based AT&T, Inc. The RDR Index enables civil society groups, investors, and policymakers to benchmark these firms in relation to normative standards for corporate transparency and rights-respecting policy and practice.

---

More directly pertinent to the Commission's ANPR, we have also conducted extensive research, stakeholder consultations, and policy analysis on the surveillance advertising business model that is endemic to ICT firms. When referring to the “business model,” we mean the systematic monitoring, collection, analysis, and monetization of users’ personal information and observed behavior for digital advertising purposes. This is but one application of commercial surveillance, though it is among the most prevalent. Variously referred to as “surveillance advertising,” “behavioral advertising,” “targeted advertising,” and “programmatic advertising,” the practice relies on, and motivates, the systematic and pervasive surveillance of individuals’ online and offline behavior.²

In March 2020, RDR produced its first report in a two-part series titled “It’s the Business Model,”³ in which we detailed the relationship between surveillance-based business models and the healthy functioning of democracy, explaining how digital platforms reliant on algorithmically-driven advertising systems contributed to civic dysfunction during the early months of the 2020 presidential election.⁴ Our second report expanded this analysis to the context of the coronavirus pandemic, identifying how digital platforms’ quest for user growth and engagement facilitated the spread of problematic narratives and disinformation. Notably, this advertising system and its quest for engagement also limited companies’ willingness and ability to fully address their effects.⁵ We continue to produce work analyzing these business models, including, most recently, a companion essay to our 2022 Big Tech Scorecard that outlines policy recommendations for governing online advertising.⁶

I. Commercial Surveillance: Background and Applications
(Responds to ANPR Q. 1; Q. 3; Q. 4; Q. 11)

Broadly, commercial surveillance refers to a range of business practices involving the collection of personal and behavioral information about customers and other individuals that is put toward various commercial ends, including, but not limited to, product development, market and user research, price-setting, and, of course, advertising. As the Commission rightly notes, “While, in

---
theory, these personalization practices have the potential to benefit consumers, reports note that they have facilitated consumer harms that can be difficult if not impossible for any one person to avoid.”

A. A Brief History of Commercial Surveillance

As a general matter, the practice of digital surveillance is not new; more than 30 years ago, scholars identified the societal risks associated with ICT-enabled “dataveillance.” Surveillance advertising emerged at Google at the turn of the twenty-first century, when executives at what was then a fledgling search engine realized that the first-party data it held about its users’ web searches could be used for advertising. Over time, the company’s expanded product offerings resulted in increased user data, more companies (including, notably, what was then Facebook) adopted similar business models, and the growth of the data broker industry (companies that buy and sell data) facilitated the trade and use of third-party data. What started as a way for otherwise unprofitable companies to monetize data they already had has evolved into a now insatiable data-hungry profit machine for these same companies, now some of the most profitable on earth, as well as many others.

Our comment focuses primarily on one specific manifestation of commercial surveillance: surveillance advertising, also known as targeted, behavioral or programmatic advertising. We focus on surveillance advertising for two reasons. First, because of our own expertise on the subject matter, and second, because of its seminal role in the rise of surveillance capitalism—an economic system centered around the capture and commodification of personal data for the core purpose of profit-making. In the decades since its inception at Google, surveillance capitalism has evolved to include myriad applications beyond advertising, all in service of drawing ever-finer distinctions between people in order to engineer specific outcomes that often benefit corporate interests to the detriment of fundamental human rights. These include the use of algorithmic tools to determine benefits eligibility, triage patients competing for scarce healthcare resources, approve or deny mortgage applications, and more.

B. Surveillance Advertising Is Everywhere

A fundamental challenge for the oversight of the surveillance advertising economy is its ubiquity and thus also its reliance on automation. Today, virtually all aspects of the digital environment

---

are configured to support pervasive and invasive user surveillance for the purposes of online advertising. Digital platforms that offer social networking and search functions such as Facebook, Instagram, Google, YouTube, TikTok, and Twitter each derive the majority of their income from digital advertising.\textsuperscript{11} For instance, approximately 98% of Meta’s $117 billion in revenue came from advertising in 2021.\textsuperscript{12} Alphabet, parent company of Google and YouTube, earned $147 billion in 2020, more than 80% of which came from its digital ads business.\textsuperscript{13} Alphabet and Meta are especially dominant in the digital advertising market, accounting for more than 50% of all digital ad spending each year for the past several years.\textsuperscript{14} The advertising practices of these companies have been the source of significant public scrutiny, government investigations, and regulatory fines across the globe in recent years.\textsuperscript{15}

Telecommunication firms and internet service providers (ISPs) also derive revenue from surveillance advertising.\textsuperscript{16} ISPs are generally not known for their privacy-preserving business practices. One reason for this stems from the repeal of the 2016 Federal Communications Commission privacy regulations, a set of rules that had required ISPs to provide greater transparency about the collection of personal information and take steps to protect customers’ data.\textsuperscript{17} Based on the FTC’s own research, we know that several major ISPs have engaged in advertising-related practices involving the pervasive monitoring of subscribers’ online activity, serving users advertisements based on sensitive personal characteristics, and selling user data to third parties.\textsuperscript{18}

\begin{itemize}
\item \textsuperscript{11} Greg McFarlane, “How Facebook (Meta), Twitter, Social Media Make Money From You,” *Investopedia* (November 4, 2021),
\item \textsuperscript{12} S. Dixon, “Meta: Advertising Revenue Worldwide 2009-2021,” *Statista* (July 27, 2022),
\url{https://www.statista.com/statistics/271258/facebook-advertising-revenue-worldwide/};
\item \textsuperscript{13} Megan Graham and Jennifer Elias, “How Google’s $150 Billion Advertising Business Works,” *CNBC* (May 18, 2021),
\url{https://www.cnbc.com/2021/05/18/how-does-google-make-money-advertising-business-breakdown.html};
\item \textsuperscript{14} Max Willens, “Meta and Google’s Hold on Digital Advertising Loosens as TikTok and Others Gain Share,” *Insider Intelligence* (June 27, 2022),
\url{https://www.insiderintelligence.com/content/meta-google-s-hold-on-digital-advertising-loosens-tiktok-others-gain-share};
\item \textsuperscript{15} Alex Hern and Jasper Jolly, “Google Fined €1.49bn by EU for advertising violations,” *The Guardian* (March 20, 2019),
\url{https://www.theguardian.com/technology/2019/mar/20/google-fined-149bn-by-eu-for-advertising-violations};
\item \textsuperscript{16} Tiffany Hsu and Eleanor Lutz, “More than 1,000 Companies Boycotted Facebook. Did it Work?,” *The New York Times* (August 1, 2020),
\url{https://www.nytimes.com/2020/08/01/business/media/facebook-boycott.html};
\item \textsuperscript{17} Daisuke Wakabayashi and Sapna Maheshwari, “Advertisers Boycott YouTube After Pedophiles Swarm Comments on Videos of Children,” *The New York Times* (February 20, 2019),
\url{https://www.nytimes.com/2019/02/20/technology/youtube-pedophiles.html};
\item \textsuperscript{18} Federal Trade Commission, “A Look At What ISPs Know About You: Examining the Privacy Practices of Six Major Internet Service Providers” (Oct. 21, 2021),
\item \textsuperscript{16} Alex Kang, “FCC Privacy Rule Repealed,” *The Regulatory Review* (April 6, 2017),
\url{https://www.theregulareview.org/2017/04/06/kang-fcc-privacy-rule-repealed/};
\item \textsuperscript{18} Federal Trade Commission, “A Look At What ISPs Know About You: Examining the Privacy Practices of Six Major Internet Service Providers” (Oct. 21, 2021),
While social media and internet companies are most commonly associated with surveillance advertising, a range of other businesses also engage in the practice. Included in this group are online marketplaces such as eBay and, in particular, Amazon.\textsuperscript{19} Not only is Amazon one of the most profitable companies in the world, it controls nearly 40% of the e-commerce market in the United States,\textsuperscript{20} boasts a popular subscription service with 200 million users,\textsuperscript{21} and has a suite of business offerings spanning numerous sectors of the economy. Its ads business, valued at $8.76 billion in 2022,\textsuperscript{22} is an important and growing part of its operations. The company’s success thus also depends, to a meaningful extent, on its ability to surveil and acquire third-party information about its users. This information is used directly for advertising purposes,\textsuperscript{23} as well as for other uses meant to benefit Amazon’s various business verticals.\textsuperscript{24}

The company’s recent expansion into new markets raises additional commercial surveillance concerns. The purchase of grocery chain Whole Foods, the development of physical retail stores, and Amazon’s entry into the health-care market\textsuperscript{25} all increase the scope of the company’s commercial monitoring and create new opportunities for surveillance advertising while raising significant privacy and data security concerns.\textsuperscript{26} As the non-profit, nonpartisan watchdog Campaign for Accountability has documented as part of its Tech Transparency Project, the methods by which the company tracks its users’ behavior provide “extremely precise insights into the commercial, domestic, travel, social, physical, financial, and even emotional lives of its users—and their friends and family. Amazon then sells that information to advertisers in the

\textsuperscript{22} Peter Adams, “Amazon ads top engagement ranking, but Tiktok holds innovation crown,” Marketing Dive (September 7, 2022), https://www.marketingdive.com/news/amazon-TikTok-ad-innovation-media-spend/631295/.
\textsuperscript{24} When not used for advertising, Amazon has not hesitated to make use of its 1st-party data in other problematic ways. Consider allegations that Amazon leveraged the data collected from consumers and other sellers on the platform to muscle would-be competitors out of its marketplace. See e.g., Dana Mattiolo, “Amazon Scooped Up Data from its Own Sellers to Launch Competing Products,” The Wall Street Journal (April 23, 2020), https://www.wsj.com/articles/amazon-scooped-up-data-from-its-own-sellers-to-launch-competing-products-11587650015.
form of highly targeted ad placements.”

Apple, which operates one of the world’s most profitable online app stores, is also growing its surveillance advertising business. The company plans to expand in-app advertising, push into new advertising sectors, and build out its proprietary advertising network.

Beyond the largest “Big Tech” platforms, telecom operators and ISPs, other sectors of the economy are also in need of greater scrutiny for their surveillance advertising practices. Increasingly, brick and mortar retailers are expanding their e-commerce offerings, replete with in-house digital advertising operations. Such is the case with Walmart, the world’s largest retailer, and its “plans to become a top 10 ad business.” The firm already offers a robust programmatic advertising marketplace built upon, at least in part, first-party data collected from the 90% of U.S. households that shop at Walmart each year. In the health-care industry, CVS and Walgreens have both grown their digital advertising businesses. These plans center around leveraging first-party data about customers to generate more personalized advertising opportunities for advertisers. Even grocery chain Kroger has moved into the programmatic advertising market. In addition to these examples, the so-called “consumer data and analytics industry” includes news outlets, media and publishing firms like Walt Disney, CBS, and video game publishers, as well as financial services firms, including banks, digital payment processing companies, and insurance companies.

---

Another subset of companies operate ad exchanges, digital marketplaces where other actors (ad networks, advertisers, publishers, etc.) can buy and place ads. At a high level, these automated marketplaces function as auctions, enabling buyers to bid on designated advertising space (e.g., banner ads on a website, pop-up ads, and native ads on social media networks) encountered by users online. As one scholar explains, “These bids are typically made based on what an advertiser knows about you, the user. In this transaction, the website publisher puts the ad space up for auction, advertisers (or their ad agencies) bid on it, and intermediaries known as ad tech firms handle the details.”

C. The Data Broker Industry and Third-Party Data

Companies using data stemming from their own interactions with users and customers—first-party data—is one thing. Selling and purchasing such data to create large-scale data sets of consumer information—third-party data—is quite another. While data brokers predate personal computing, they now function as middlemen best thought of as critical infrastructure for commercial surveillance, including surveillance advertising. When referring to the “data broker industry” we follow the Commission’s own definition, generally meaning the business entities that collect and/or sell information about individuals to third parties, including businesses and government.

The global data broker industry earns an estimated $200 billion yearly, and there are believed to be around 4,000 individual data broker firms, the largest of which include Acxiom, Epsilon, and Equifax. Giving some sense of the scale of this surveillance, Acxiom has revealed that its data collection “encompasses more than 62 countries, 2.5 billion addressable consumers and more than 10,000 attributes—for a comprehensive representation of 68 percent of the world’s online population.”

These firms collectively acquire and monetize information on billions of people around the world, including every conceivable kind of sensitive personal information. Of particular concern,

---

this includes data about demographics, gender, sexuality, health, religion, socio-economics, political beliefs, and even information about life events such as weddings and births.

From the sale of personal histories to tenant screening companies\(^{42}\) to the sharing of information about menstrual cycles for marketing purposes,\(^{43}\) there are seemingly no limits on the kinds of personal information data brokers attempt to monetize. Indeed, in a 2013 congressional testimony, the Executive Director of the World Privacy Forum, Pam Dixon, testified that data brokers had compiled lists containing the home addresses of police officers, rape survivors, domestic violence shelters, patients with genetic diseases, and others.\(^{44}\)

In the absence of a federal privacy law, the industry operates virtually unchecked. Data brokers have sold personal information to hedge funds,\(^{45}\) health insurance companies,\(^{46}\) and law enforcement agencies.\(^{47}\) The purchasing of personal information by government entities is especially concerning. As numerous reports have detailed, agencies such as the Federal Bureau of Investigation, the Department of Homeland Security, the Justice Department, and others have bought information from, and entered into contracts with, commercial data brokers.\(^{48}\) In 2021, the Center for Democracy and Technology released a report on this issue, detailing how law enforcement and intelligence agencies circumvent legal requirements to acquire this information by exploitation a loophole in the Electronic Communications Privacy Act.\(^{49}\)

---


involved when this information includes sensitive location data, the Brennan Center has also asserted that these practices undermine the Fourth Amendment, enable “opportunities for law enforcement monitoring that would otherwise be infeasible due to resource and technical contracts…[and facilitate] unimpeded government surveillance on a massive scale that would be have been unimaginable a few decades ago.”

One proposed remedy for this problem is the Fourth Amendment is Not For Sale Act, a bipartisan bill introduced last year that “closes the legal loophole that allows data brokers to sell Americans’ personal information to law enforcement and intelligence agencies without any court oversight…” Another intervention involves strictly limiting the collection of such data in the first place through stringent data minimization, as we discuss in the Recommendations section of this comment.

Data brokers have also advertised to potential buyers troves of personal information collected about U.S. military personnel, presenting a troubling national security risk. Because business deals between data brokers and their clients are opaque, and there are few restrictions on what can be sold, the public understands little about how and where this information is used.

Recently, the U.S. Government Accountability Office underscored the need for greater transparency to better protect consumers who “may not always know what data businesses are collecting about them, or how those data are used and shared.” Nor are they able to stop the collection of this data or validate its accuracy. Without the ability to inspect, verify, or correct information about themselves, users are subject to two kinds of data harms: 1) those stemming from accurate information and 2) those related to inaccurate information. Accurate information harms are those that occur when accurate information is used, or inferred, as part of algorithmic decision making in ways that create adverse effects. This was the experience of the plaintiffs in a 2019 lawsuit against Facebook. The suit was brought against the platform because it had allowed housing ads targeted on the basis of race, religion, and national origin, a violation of federal law.

Inaccurate information harms arise when the information collected or inferred about a person is false or incomplete, leading to a detrimental outcome. For example, a 2014 report by the Brennan Center on data brokers detailed how “police sometimes rely on inaccurate

---


information [from these businesses] to supplement investigations.”55 The Electronic Privacy Information Center (EPIC) has similarly warned that data brokers “maintain information about consumers that is often inaccurate, wrongfully denying them credit, housing, or even a job.”56

D. The Proliferating Harms of Surveillance Advertising

As we have documented, virtually every online experience is potential fodder for the surveillance advertising industry. Indeed, it is estimated that “over 90% of all digital display ad dollars will transact programmatically” in 2022.57 Reflecting on the ubiquity of online advertising, Tim Hwang, author of a book on the subject, has noted that “[y]ou can almost take any piece of the web, from the smallest thing to the biggest thing, and basically say, ‘What does the role of advertising play in shaping this?’ [...] It acts on everything you see online.”58

As more and more businesses turn toward digital advertising as a source of revenue, the scope of commercial surveillance continues to increase. In terms of total revenues, the global digital advertising market grew 14% from 2016-2021, topping out at $461 billion last year.59 It is predicted to exceed $700 billion in 2025.60

Many consequences of this trend are sadly predictable. As the remainder of this comment will detail, the widespread use of commercial surveillance broadly, and surveillance advertising in particular, as detailed above, have profound negative implications for the right to privacy, free expression, civil liberties, autonomy, as well as for the agency of online users. To illustrate these dangers, we focus on two broad areas of concern: 1) the accountability gaps and the associated online harms of surveillance advertising and 2) the unique threats commercial surveillance raises for data security.

II. Surveillance Advertising and its Discontents

As we’ve noted, human rights defenders, civil society groups, and scholars—including ourselves—have long argued that many of the abuses facilitated by the digital environment stem from, or are otherwise closely connected to, targeted advertising business models. Now, consider the following examples:

- Facebook sold advertising impressions, including for ads for housing and jobs, that targeted users in a racially discriminatory manner.\(^{61}\)
- Facebook allowed job advertisements on its platform that discriminated against women.\(^{62}\)
- The Cambridge Analytica scandal brought to light how Facebook had violated the privacy of tens of millions of users\(^{63}\) whose data was shared with third parties for political advertising and manipulation.
- YouTube illegally collected the data of children for use in its targeted advertising systems.\(^{64}\)
- Google permitted a sanctioned Russian advertising technology company to access and store data about people using websites and apps in Ukraine and other parts of the world.\(^{65}\)
- Google accepted and ran advertisements for firearms, some of which ran on children’s websites, despite company policies prohibiting ads for guns.\(^{66}\)
- An estimated $235 million is generated each year by ads that run on extremist and disinformation websites.\(^{67}\)

The existence of such failures and abuses serves as a reminder that online advertising is a poorly regulated industry with a great capacity for public harm.

---

A. Online Advertising is Poorly Governed

1. Companies’ Digital Advertising Policies Lack Transparency

Advertising enforcement failures are closely related to the inadequate transparency of advertising policies. Specifically, because digital platforms refuse to share more information about their enforcement of advertising rules, the efficacy of technologies underlying these systems, or the existence and results of any human rights impact assessments diligence, the public must take these companies at their word that they have due diligence processes in place. As we will detail, the stakes are too high to hope platforms simply choose to act in the public interest. Indeed, our research reveals stark shortcomings in terms of what platforms decide to disclose publicly—including what is available for civil society groups like Ranking Digital Rights that seek to hold them accountable—about their advertising systems. Below we summarize pertinent findings from our 2022 Big Tech Scorecard for seven U.S-based companies: Amazon, Apple, Meta, Google, Microsoft, Twitter, and Yahoo.

- Overall, every company we evaluated received a failing score on our composite targeted advertising indicator. This aggregated score is an average value of our indicators that ask whether companies conduct human rights impact assessments on their targeted advertising systems and whether they clearly disclose rules around ad targeting as well as how those rules are enforced (see Fig. 1).
Amazon, Apple, Google, Microsoft, Twitter, and Yahoo did not disclose that they assess the freedom of expression, privacy, or discrimination risks associated with their targeted advertising policies and practices.  

No company disclosed that it directly notifies users about changes to its advertising content policies.

With the exception of Microsoft, which provides partial information, no company discloses that it directly notifies users about changes to advertising targeting policies.

Apple did not clarify what types of advertising content it does not permit on its iMessage and iCloud service.

Amazon did not disclose what types of targeting parameters are prohibited.

Amazon, Apple, Meta, Twitter, and Yahoo did not publish information about the total number of advertisements they restricted to enforce their advertising content policies.

Only Google and Microsoft disclosed anything about the number of advertisements they restricted to enforce advertising content and advertising targeting rules.

No company published disaggregated information about the number of advertisements that were restricted based on which advertising targeting rule was violated.

All seven companies either enabled targeted advertising by default or failed to disclose whether or not targeted advertising is switched on by default.

---

Amazon, Apple, Google, and Yahoo did not disclose whether or not users can obtain all the information that the company has inferred about them, information that is commonly used for advertising purposes.\textsuperscript{77}

Despite detailed ad policies, vast technical resources, and a large safety and security workforce, these companies remain unwilling to disclose more information. This strongly suggests that these businesses cannot effectively govern their ad policies and want to obfuscate these failures.

2. Digital Advertising Policies are Inadequately Enforced

Digital platforms, we know, have a particularly poor track record of governing their ad systems in a privacy-respecting manner. They cannot and should not be trusted to self-regulate. Their gaps in policy and enforcement lead to harms that fall into two (non-mutually exclusive) general categories: content policy failures—enforcement issues related to the substance of an advertisement—and targeting policy failures—enforcement issues related to the delivery (i.e., target selection and optimization) of an advertisement.

For example, in 2017, reporting revealed that Meta enabled advertisers to reach “Jew haters” via ad targeting tools.\textsuperscript{78} In addition to misinformation and discrimination, advertisements on social media for harmful products such as skin-whitening creams, which can contain chemicals and other harmful ingredients, is another area of concern.\textsuperscript{79} While many digital platforms claim to prohibit advertising for these dangerous “cosmetics,” the enforcement of such policies leaves much to be desired. In fact, one advocacy group testing Meta’s enforcement capacity was able to run a Facebook ad for skin-whitening gel targeting children, a direct violation of platform rules (see Figs. 2 and 3).


(Fig 2. “A post from Instagram advertising a skin whitening process.” See fn. 79.)

(Fig. 3. “A test ad by the Tech Transparency Project that aimed to intentionally violate Meta's policies was approved by Facebook.” See fn. 79.)
The U.S. Consumer Products Safety Commission (CPSC) has also raised concerns about Facebook Marketplace due to the advertisement and sale of banned and recalled products on the platform. Writing to Meta CEO Mark Zuckerberg, CPSC Chair Alex D. Hoehn-Saic noted these products pose “a serious threat to the health and lives of consumers, including infants and toddlers…”

In September 2022, Consumer Reports published an article examining the ways third-party sellers have used Meta’s advertising systems to promote dangerous and illegal dietary supplements. As the non-profit detailed in its report, poor governance of the Facebook advertising platform enabled the placement of ads for:

- A sleep aid containing a substance prohibited by the Food and Drug Administration;
- Comfrey, a plant containing poisonous chemicals that is illegal to sell for oral consumption in the U.S.; and
- Kraton, a substance characterized as a “drug of concern” by the Drug Enforcement Agency.

Consumer Reports identified these ads through the platform’s public ad library and by using The Markup’s “Citizen Browser” Facebook investigation tool. In response to the reporting, Meta stated that it had policies in place prohibiting the promotion of these substances. But policy without enforcement is public relations, not consumer protection. Ranking Digital Rights’s efforts to engage directly with the company on issues related to advertising have been met with stonewalling. It appears that no one on Meta’s public policy team is willing or able to discuss advertising policy enforcement.

3. Poor Governance Makes the Online Advertising Ecosystem Ripe for Exploitation

Due to poor governance and inadequate enforcement, the online advertising ecosystem is easily exploited by a range of bad actors, resulting in serious harms to consumers. For example, Meta has long struggled with the spread of content related to human trafficking and domestic servitude. In fact, as recently as 2018, the company had no policy against posts recruiting domestic servants. In 2019, one employee described the company’s approach to the issue as

---


lacking “proactive detection” strategies. According to documents obtained by whistleblower Frances Haugen, in 2018 an internal investigation team found multiple domestic trafficking operations, “including one with at least 20 victims, and organizers who spent at least $152,000 on Facebook ads for massage parlors.”

Another harm related to surveillance advertising arises when bad actors attempt to take advantage of consumers through manipulative ads. Consider the following incidents involving teenagers:

- An internal report by Facebook revealed that the company demonstrated to advertisers its ability to identify, in real-time, when teenagers were experiencing emotional distress.
- Facebook approved advertisements for alcohol, gambling, and extreme weight loss that targeted teenagers on the platform.
- In an experiment conducted by staffers from Senator Richard Blumenthal’s office, his team was able to place Instagram advertisements that glorified eating disorders and promoted extreme diets to accounts that had been registered as 13-year-old girls. Other platforms have promoted similar ads.

Other forms of fraud via advertising abound. To cite a few recent examples:

- In 2020, the Tech Transparency Project (TPP) reported on the ways that malicious actors had attempted to scam Americans out of their Covid relief funds. “TTP identified dozens of examples of Google targeting these searches [for Covid stimulus checks] with questionable ads aimed at exploiting financially distressed people. The ads direct users to

sites that charge bogus fees for stimulus money, try to harvest people’s personal data, or plant unwanted software into their web browsers.”

- Also in 2020, TPP reported that they had “found that search terms like ‘register to vote,’ ‘vote by mail,’ and ‘where is my polling place’ generated ads linking to websites that charge bogus fees for voter registration, harvest user data, or plant unwanted software on people’s browsers.”

- Cybersecurity firm Check Point documented, in 2021, that scammers were using Google Ads to steal cryptocurrencies. An estimated $500,000 of crypto was stolen via ads and phishing websites.

- In 2021, reporters documented ads impersonating U.S. government officials in paid Google search results.

- In 2022, Google was found to be displaying misleading advertisements about abortions, directing people seeking information about the procedure to sites with inaccurate medical information.

### B. The Harms Associated with Surveillance Advertising are Systemic

Focusing on commercial surveillance risks that stem from poor enforcement, inadequate transparency practices, and overall weak governance mechanisms is a helpful starting point. However, many of the risks associated with the practice are systematic, or structural, in nature. In this sense, systemic harms are those produced by social, economic, historical, and political forces, and then reinforced through surveillance advertising practices. As some scholars have noted, structural “harmst are not always recognizable through conventional causation and intent parameters of legal liability,” which can result in their exclusion from standard legal remedies. In this section we focus on two forms of structural harms: Privacy harms and algorithmic bias and discrimination.

---


1. Privacy Harms

Among the most pressing issues related to the digital advertising industry is the lack of meaningful consumer privacy safeguards. As media scholar Sarah Myers West (now an advisor to FTC Chair Lina Khan) has underscored, an entire sector of the economy is “premised on the collection and commoditization of user data—one in which user privacy is the price of entry for all online experiences…”97 Indeed, there can be no ad targeting without surveillance.98

According to our research, Internet and communication technology firms fall far short in protecting user privacy. In both our analyses of digital platforms in 2022 (see fig. 4)99 and of telecommunications companies in 2021 (see fig. 5),100 not one company received a passing score on our privacy indicators.

(Figure 4. The average score each digital platform received for our privacy indicators in 2022. This category measures how well companies respect the right to privacy of users, as articulated in the Universal Declaration of Human Rights, the International Covenant on Civil and Political Rights, and other international human rights instruments.)
How well do telecommunication companies protect user privacy?

<table>
<thead>
<tr>
<th>Rank</th>
<th>Company</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Deutsche Telekom</td>
<td>48%</td>
</tr>
<tr>
<td>2</td>
<td>Telefónica</td>
<td>47%</td>
</tr>
<tr>
<td>3</td>
<td>Vodafone</td>
<td>39%</td>
</tr>
<tr>
<td>4</td>
<td>AT&amp;T</td>
<td>38%</td>
</tr>
<tr>
<td>5</td>
<td>Telenor</td>
<td>33%</td>
</tr>
<tr>
<td>6</td>
<td>Orange</td>
<td>24%</td>
</tr>
<tr>
<td>7</td>
<td>América Móvil</td>
<td>22%</td>
</tr>
<tr>
<td>8</td>
<td>MTN</td>
<td>20%</td>
</tr>
<tr>
<td>9</td>
<td>Axiata</td>
<td>19%</td>
</tr>
<tr>
<td>10</td>
<td>Bharti Airtel</td>
<td>18%</td>
</tr>
<tr>
<td>11</td>
<td>Etisalat</td>
<td>11%</td>
</tr>
<tr>
<td>12</td>
<td>Ooredoo</td>
<td>8%</td>
</tr>
</tbody>
</table>

(Figure 5. The average score each telecommunication company received for our privacy indicators in 2021. This category measures how well companies respect the right to privacy of users, as articulated in the Universal Declaration of Human Rights, the International Covenant on Civil and Political Rights, and other international human rights instruments.)

The FTC's own research has also documented behavior from ICT firms that undermines user privacy.\textsuperscript{101} Verizon, for example, used a “supercookie” technology to track consumers’ activity across the web in order to sell data to advertisers.\textsuperscript{102} And, as the Commission’s fine against Twitter just this year for misusing user phone data—originally collected for multi-factor


authentication—for advertising purposes indicates, privacy violations from digital platforms are also widespread.\textsuperscript{103}

2. Algorithmic Bias and Discrimination

(Responds to ANPR Q. 65; Q. 66)

In order to deliver targeted advertisements, companies rely upon algorithmic systems with well-established flaws related to bias and discrimination. These problems have been widely documented by civil society groups and academic researchers.\textsuperscript{104} It bears noting that the consequences of these technologies disproportionately burden marginalized communities.\textsuperscript{105} Prior to joining the FTC, Commissioner Alvaro Bedoya argued that the burdens of surveillance technologies—a key element of targeted advertising\textsuperscript{106}—fall “overwhelmingly on the shoulders of immigrants, heretics, people of color, the poor, and anyone else considered ‘other.’”\textsuperscript{107} Studies show that targeted advertisements can lead to housing discrimination on the basis of race\textsuperscript{108} and employment discrimination on the basis of gender.\textsuperscript{109} Other research has examined how, for

example, Meta’s advertising optimization tools (the mechanisms by which advertisers set outcomes for an advertisement, such as clicks, impressions, or sales) produce “skewed, and potentially discriminatory, outcomes.” The authors of this study note that because discrimination in ad delivery can occur “independently from ad targeting” (i.e., the selection of ad audiences), restrictions on ad targeting cannot address the full range of discrimination resulting from digital advertising practices. In other words, discriminatory ad delivery is possible even when ads are not specifically targeted to a discrete category, because Facebook algorithmically optimizes ad delivery based on a number of competing objectives and data sources. This means that the platform may be inferring sensitive categories of information about users (e.g., race, gender, health status, or religion) based on correlations among users that share similar non-sensitive attributes such as geolocation data and other interest attributes (e.g., favorite sports teams, shopping habits, musical taste) as part of its optimization process for ad delivery.

While many studies on the discriminatory harms of targeted advertisements have focused on digital platform companies, internet service providers (ISPs) are also responsible for discrimination in ad targeting. For example, T-Mobile has touted its targeted advertisements product, App Insights, which enables targeting based on LGBTQ identity.

---


III. Data Security
(Responds to ANPR Q. 32)

It is axiomatic that the commercial surveillance industry is fueled by data. Surveillance advertising, in particular, requires a ceaseless stream of personal information in order to be effective, or so the industry claims. While figures about the amount of user data collected are hard to find, the data broker industry’s astounding growth, in terms of gross revenue and new businesses, indicate the scope of commercial surveillance has increased significantly. Yet the endless collection of consumer information greatly exacerbates data security risks, including those posed by data breaches and those related to the inappropriate use and governance of personal information. These problems exist alongside the digital commercial surveillance issues detailed above and further contribute to an exploitative, privacy-infringing, and harm-filled consumer environment.

A. Companies’ Data Security Practices Lack Transparency

Unfortunately, our research reveals that, as with their digital ad policies, Big Tech companies don’t share as much as they should about their data security practices. Our expectations are straightforward: Companies should explain their institutional processes to ensure the security of their products and services, address security vulnerabilities when they are discovered, disclose their processes for responding to data breaches, encrypt user communications and content both in transit and at rest, and help users keep their accounts secure.

- The e-commerce platform of Amazon does not disclose that it has systems in place to limit and monitor employee access to user information, does not clearly disclose that it has a security team that conducts security audits on the company’s products and services, and does not clearly disclose that it commissions third-party security audits on its products and services.\(^{114}\)
- Yahoo and Apple were the only companies to receive passing marks on our indicator evaluating disclosure of information about processes for responding to data breaches.\(^ {115}\)
- Neither Amazon, Google, nor Twitter disclose: 1) that they will notify the relevant authorities without delay when a data breach occurs, 2) their processes for notifying data subjects who might be affected by a data breach, or 3) what kinds of steps they take to address the impact of data breaches on users.\(^ {116}\)


B. Inadequate Governance and Use of Personal Information

In addition to inadequate data security transparency, digital platforms have a history of inappropriately managing and using personal information.

For example, in 2014, reporting revealed that ride-share platform Uber operated a “God View” of users on its service, allowing company employees and others to see, in real time, “all of the Ubers in a city and the silhouettes of waiting Uber users who [had] flagged cars.”\(^{117}\) That same year, it came to light that Uber executives were improperly accessing the logs of users’ Uber trips.\(^{118}\) These issues were central to FTC’s allegations that the company made deceptive privacy and data security claims. Uber settled this complaint in 2017.\(^{119}\)

Amazon has also been accused of harmful data security protocols. In 2018, the company fired an employee for sharing customer email addresses with a third party.\(^{120}\) Then, in 2020, Amazon fired multiple staff for sharing customer email addresses and phone numbers with third parties.\(^{121}\) That same year, Amazon fired employees of its Ring camera division for accessing the live video feeds of Ring customers beyond “what was necessary for their job functions.”\(^{122}\)

The above examples illustrate discrete instances of inappropriate use of personal information. However, these issues commonly arise in Big Tech companies due to more systemic failures related to their data governance practices.

Based on more recent reporting about Amazon, it appears that the inappropriate accessing of customers’ information is a feature, not a bug, of the company’s operations. In an expansive report by *Wired* in 2021, the outlet revealed a shocking lack of protocols for securing user data, with “former Amazon chief information security officer Gary Gagnon call[ing] it, a ‘free-for-all’”\(^{26}\)


of internal access to customer information…” Subsequent reporting on Amazon whistleblowers expanded on these concerns, noting that it would be virtually “impossible” for anyone in the company to locate “all of the places where your data resides within their system,” nor would they know the full scope of data collected about an individual or whether this data was adequately protected.

Meta faces similar problems. In 2022, leaked internal documents revealed that the company does “not have an adequate level of control and explainability over how [its] systems use data, and thus [it] can’t confidently make controlled policy changes or external commitments such as ‘we will not use X data for Y purpose.’”

Twitter has also struggled to govern and protect the personal information it collects about users. In a joint complaint filed with the Securities and Exchange Commission (SEC), Department of Justice (DOJ), and FTC, a company whistleblower alleged that Twitter executives made “false and repeated statements to users and the FTC about…the Twitter platform’s security, privacy, and integrity.” Other alleged data security failures at the company included poor internal governance over “access to core company software,” and weak protocols for safeguarding the platform from hacks and spam.

According to recent statistics, more than 159 million Americans subscribe to Amazon Prime, roughly 229 million Americans use Meta’s Facebook platform, and more than 76 million use Twitter. An estimated 119 million Americans have used ride-sharing apps, with Uber being the most popular service.

Although we’ve focused on just four companies, a majority of Americans use their services. The unfortunate reality is there are few remedies for those who wish to better protect their personal

information from corporate inadequacies and malfeasance. At the same time, consumers are increasingly concerned about their privacy.\textsuperscript{131} The scale and scope of the risks involved, as well as the public’s broad support for privacy reform,\textsuperscript{132} demand greater government action in this area.

IV. Recommendations for Rulemaking
(Responds to ANPR Q. 10; Qs. 43-44; Q. 46; Q. 67; Q. 73; Q. 76; Q. 83; Q. 85; Q. 89; Q. 90; Q. 92)

As we’ve detailed here, commercial surveillance, including that which is conducted in service of targeted advertising, harms consumers in myriad ways. The lack of regulation also impedes the growth of alternative, privacy-respecting business models. Ranking Digital Rights urges the Commission to use its authority to regulate commercial surveillance and ultimately abolish surveillance advertising. While doing so, it must also recognize that the path ahead is fraught with political and legal uncertainty. Not least among this uncertainty is the future of the American Data and Privacy Protection Act (ADPPA). The Commission should not let the perfect be the enemy of the good, nor should it be unnecessarily timid in its ambition to protect consumers.

A. The FTC Should Regulate Commercial Surveillance as an Unfair Trade Practice—Thus \textit{De Facto} Banning Surveillance Advertising

Today’s targeted advertising practices—and the invasive surveillance techniques that fuel them—routinely violate internet users’ privacy rights. There is an emerging global consensus that targeted advertisements should be banned or restricted. For example, in the Digital Services Act, the European Union recently banned targeted advertisements based on certain sensitive data\textsuperscript{133} and required disclosures for targeted ads based on other data.\textsuperscript{134} Proposed U.S. federal legislation, the ADPPA, bans targeted advertisements based on sensitive data\textsuperscript{135} and requires companies to honor consumers’ unified opt-out of targeted advertisements based on other


\textsuperscript{135} American Data Privacy and Protection Act, 117th Cong. § 102(2) (2022), \url{https://docs.house.gov/meetings/IF/IF00/20220720/115041/BILLS-117-8152-P000034-Amdt-1.pdf} (only allowing the processing of “sensitive covered data” for certain express purposes, which do not include targeted advertising, defined at § 101(b)(17)).
personally-identifiable data.\textsuperscript{136} Other proposed U.S. federal legislation bans targeted advertising entirely.\textsuperscript{137}

Earlier this year, our colleagues at Accountable Tech submitted a petition for rulemaking to the FTC, requesting that the practice be banned as an unfair trade practice.\textsuperscript{138} Ranking Digital Rights endorsed the petition, arguing that “the surveillance advertising business model is inherently at odds with civil and human rights, liberal democracy, and the public interest.”\textsuperscript{139}

While even modest regulation would be preferable to the status quo, Ranking Digital Rights unreservedly supports a \textit{de facto} ban on surveillance advertising, structured as strict limits on data collection and processing. Given how prevalent and lucrative it is, ending surveillance advertising and its resulting harms will require regulatory interventions and the creation of governance and accountability mechanisms throughout the advertising value chain.

**B. Move Beyond Flawed “Notice and Consent” Frameworks**

Much has been written about the shortcomings of so-called “Notice and Consent” frameworks, also known as “Notice and Choice,” which put the onus on consumers to read and understand complex privacy policies and legal notices prior to choosing among competing providers of a given service—for example, choosing between Apple Music and Spotify on the basis of their respective data policies and practices. Setting aside the lack of meaningful competition in many subsectors of the online economy, research has shown that consumers do not read these documents\textsuperscript{140} because they are too long,\textsuperscript{141} too confusing,\textsuperscript{142} and too difficult to understand.\textsuperscript{143}

\textsuperscript{144} Kevin Litman-Navarro, “We Read 150 Privacy Policies. They were an Incomprehensible Disaster,” \textit{The New York Times} (June 12, 2019), https://www.nytimes.com/interactive/2019/06/12/opinion/facebook-google-privacy-policies.html.
The Commission must take into account how terms of service and privacy policies may be discriminatory in effect, both with respect to their substance and because they are so hard to understand that only a privileged subset of the population can provide truly informed consent. Moreover, these frameworks require consumers to “consent” to practices that are highly likely to violate their privacy rights, subject them to opaque and unaccountable discrimination, and put them at risk of other harms that may be difficult or even impossible for them to foresee. As legal scholar Ari Ezra Waldman argues, “there are downstream uses of data that are simply unknowable to us at the time of consent.”

This is not to say that consent has no place in a twenty-first century privacy framework. Our point is that consumers should not be asked to consent to practices that will harm them, or in contexts where there is an inherent power imbalance that renders their consent meaningless. Rather, companies should seek consent prior to collecting, using, or sharing data for a permissible purpose, while respecting the principles of data minimization and purpose limitation and offering the same services to all users, regardless of whether they consent to optional data collection.

C. Establish Standards for Data Minimization and Purpose Limitation

Data minimization and purpose limitation are foundational elements of contemporary privacy law. Data minimization requires that personal data must only be collected, processed, or shared for explicit, permissible uses that are directly relevant and necessary to accomplish a specified purpose requested by a consumer (see next session). Purpose limitation stipulates that data collected for one purpose cannot be used for another, unrelated purpose without the consent of the data subject. The status quo, in which companies collect an inordinate amount of user data for various purposes, leaves consumers vulnerable to civil rights and data security harms. We refer the Commission to the work of our colleagues at Consumer Reports and EPIC on mandating data minimization through a Section 5 Unfairness Rulemaking.

---

D. Specify Permissible Purposes for Data Collection, Use and Sharing

The principles of data minimization and purpose limitation both hinge on defining permissible and impermissible purposes for data collection, use, and sharing. Our recommendations are largely congruent with the ADPPA, with one key exception: We urge the FTC to prohibit all surveillance-based targeted advertising, whereas the ADPPA would only apply such a prohibition to children and teens up to age 17. Text in italics denotes departures from the ADPPA.

Covered entities should be barred from collecting, using, or transferring covered data beyond what is reasonably necessary and proportionate to provide a service requested by the individual, unless the collection, use, or disclosure would be necessary and proportionate to one of sixteen permissible purposes:

1) To initiate, manage, or complete a transaction or fulfill an order for specific products or services requested by an individual, including any associated routine administrative, operational, and account-serving activity such as billing, shipping, delivery, storage, and accounting.

2) To perform system maintenance or diagnostics; to develop, maintain, repair, or enhance a product or service for which such data was collected; to conduct internal research or analytics to improve a product or service for which such data was collected; to perform inventory management or reasonable network management; to protect against spam; to debug or repair errors that impair the functionality of a service or product for which such data was collected.

3) To authenticate users of a product or service.

4) To fulfill a product or service warranty.

5) To prevent, detect, protect against, or respond to a security incident. (Security is defined as network security, physical security, and life safety, including an intrusion or trespass, medical alerts, fire alarms, and access control security.)

6) To prevent, detect, protect against, or respond to fraud, harassment, or illegal activity. (Illegal activity means a violation of a Federal, State, or local law punishable as a felony or misdemeanor that can directly harm.)

7) To comply with a legal obligation imposed by Federal, Tribal, local, or State law, or to investigate, establish, prepare for, exercise, or defend legal claims involving the covered entity or service provider. Sharing data with law enforcement without a court order or the explicit opt-in consent of the affected individual should be disallowed.
8) To prevent an individual, or group of individuals, from suffering harm where the covered entity or service provider believes in good faith that the individual, or group of individuals, is at risk of death, serious physical injury, or other serious health risk.

9) To effectuate a product recall pursuant to Federal or State law.

10) To conduct a public or peer-reviewed scientific, historical, or statistical research project that is in the public interest and adheres to all relevant laws and regulations regarding such research, including regulations for the protection of human subjects, or is excluded from criteria of the institutional review board. The Commission should issue guidelines to help covered entities ensure the privacy of affected users and the security of covered data.

11) To deliver a communication that is not an advertisement to an individual, if the communication is reasonably anticipated by the individual within the context of the individual’s interactions with the covered entity.

12) To deliver a communication at the direction of an individual between such individual and one or more individuals or entities.

13) To transfer assets to a third party in the context of a merger, acquisition, bankruptcy, or similar transaction when the third party assumes control, in whole or in part, of the covered entity’s assets, only if the covered entity, in a reasonable time prior to such transfer, provides each affected individual with (a) a notice describing such transfer, including the name of the entity or entities receiving the individual’s covered data and their privacy policies, and (b) a reasonable opportunity to withdraw any previously given consents related to the individual’s covered data and a reasonable opportunity to request the deletion of the individual’s covered data.

14) To ensure the data security and integrity of covered data.

15) With respect to covered data previously collected in accordance with the rules; a service provider acting at the direction of a government entity; or a service provided to a government entity by a covered entity, and only insofar as authorized by statute, to prevent, detect, protect against, or respond to a public safety incident, including trespass, natural disaster, or national security incident. This paragraph does not permit, however, the transfer of covered data for payment or other valuable consideration to a government entity.

16) With respect to covered data collected in accordance with the rules, notwithstanding this exception, to process such data as necessary to provide first-party advertising or marketing of products or services provided by the covered entity for individuals who are
not covered minors, only if the covered entity provides each affected individual with a reasonable opportunity to withdraw consent for such advertising or marketing.

E. Require Companies to Disclose Their Data Practices to the FTC and to the Public, and to Submit to Regular Audits.

RDR has extensive experience defining and evaluating standards for disclosing data practices, including those associated with online advertising. Despite these standards constituting a floor rather than a ceiling, few companies that we evaluate meet these expectations. With this in mind, RDR recommends that the Commission establish the following obligations for companies:

- Disclose to users and to the FTC what user information they collect, share, and infer; for what permissible purpose; and for what length of time the information is retained.
- Disclose to users what information they collect from and share with third parties, including information about these third parties, and for what permissible purpose the information is shared or collected.
- Allow users to obtain all of their user information (collected and inferred) held by the company, in a structured data format.
- Delete all user information within a reasonable timeframe after it is no longer needed for its intended permissible purpose, after a user terminates their account, or at the user’s request (unless otherwise required by law).
- Submit to regular, independent audits of their data-related practices, including the accuracy of the disclosures above, and provide the results of these audits to the Commission. The Commission should specify the frequency and scope of such audits, taking into consideration company size, industry, and track record of violations related to data processing.

Finally, the Commission should conduct, or commission a reputable, experienced third-party to conduct, a human rights impact assessment (HRIA) of its proposed rulemaking. This HRIA should consider potential unintended effects of its rule-making on populations outside the United States, as determined through consultation with international civil society groups and other experts on international human rights.

---

148 See Ranking Digital Rights, “The 2022 Big Tech Scorecard, Data Explorer: Targeted Advertising” (2022), https://rankingdigitalrights.org/index2022/explore (showing that no company received more than 47% in targeted advertising-related standards).
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