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INTRODUCTION

The Electronic Privacy Information Center (EPIC) submits these comments in response to the Federal Trade Commission’s Advanced Notice of Proposed Rulemaking regarding a Trade Regulation Rule on Commercial Surveillance and Data Security. The unchecked spread of commercial surveillance over the last two decades has led to a data privacy crisis for consumers in the United States. Without any comprehensive privacy laws or regulations, abusive data practices have flourished. The ability to monitor, profile, and target consumers at a mass scale has created a persistent power imbalance that robs individuals of their autonomy and privacy, stifles competition, and undermines democratic systems. It is far past time to disrupt this data abuse, set rules of the road for our online ecosystem, and ensure that companies cannot extract private value from personal data in ways that undermine the public good.

Section 5 of the Federal Trade Commission Act provides that unfair and deceptive trade practices are unlawful and empowers the Commission to prevent and protect consumers from such practices. Under section 18 of the FTC Act, the Commission can issue a trade regulation rule defining those unfair and deceptive surveillance practices and establishing strong privacy and data security standards for all.

In these comments, EPIC provides an overview of the systems that facilitate commercial surveillance and the injuries they inflict on consumers. A business’s collection, use, retention, or transfer of a consumer’s personal information beyond what is reasonably necessary and proportionate to achieve the primary purpose for which it was collected (consistent with consumer expectations and the context in which the data was collected) is an unfair trade practice. These out-of-context secondary uses of data—including its sale to and use by data brokers, surveillance advertising firms, and other entities trafficking in consumer profiles—and the overcollection that feeds them are inconsistent with the reasonable expectations of online consumers. These unfair commercial surveillance practices lead to invasive, discriminatory targeting that violates the privacy and autonomy of consumers. EPIC argues that the FTC should establish a data minimization rule to ensure that
businesses only collect the data that they need to provide the goods and services that consumers request, and that they don’t use or transfer data in ways that defy reasonable consumer expectations.

EPIC further argues that the Commission should issue a rule declaring it an unfair and deceptive practice to use an automated decision-making system without first demonstrating that it is effective, accurate, and free from impermissible bias. Commercial entities frequently use automated decision-making systems without substantiating the claims made about the systems, verifying their accuracy, or evaluating them for disparate impact. These automated systems—which can encompass a broad range of statistical or machine-learning tools that perform operations on data to aid or replace human decision-making—cause substantial injury to consumers when used without proper disclosure and oversight.

The Commission should also find that it is an unfair and deceptive practice to use an automated decision-making system implicating the interests of consumers without providing adequate notice of such use, including meaningful, readable, and understandable disclosure of the logic, factors, inputs, and training data on which the system relies. Companies should be required to publicly substantiate their claims about automated decision-making systems implicating the interests of consumers, articulate the purposes of those systems, evaluate the accuracy of those systems, and analyze potential disparate impacts of those systems.

The Commission should also categorically ban algorithmic systems that have been shown to cause serious and systemic harms. Specifically, systems that enable one-to-many facial recognition and systems that purport to provide “emotion recognition” capabilities have been shown to exacerbate biases and produce harmful outcomes. There is mounting evidence that such systems cannot be operated in a way that is fair to consumers or in a way that serves the public interest.

Throughout these comments, EPIC highlights the ways that commercial surveillance and algorithmic decision-making systems disproportionately harm marginalized communities. Targeting and profiling systems are designed to divide, segment, and score individuals based on their characteristics, their demographics, and their behaviors. In many cases, this means that consumers are sorted and scored
in ways that reflect and entrench systematic biases. EPIC believes the FTC should issue a rule that prohibits discrimination as an unfair trade practice.

In response to the Commission’s questions regarding notice, transparency, and consent, EPIC argues that the agency should issue a rule declaring it an unfair and deceptive practice to collect, use, retain, or transfer personal data without first assessing, justifying, and providing adequate notice of such collection, use, retention, or transfer. EPIC further argues that the Commission should require businesses to promptly honor an individual’s request to access all data the business maintains on them; to have such data corrected if it is in error; or to secure the deletion of all such data. EPIC notes, however, that even the most effective notice and transparency requirements cannot, by themselves, fully protect against the abuse of personal data. Commercial surveillance practices are simply too complex and numerous for even the most sophisticated consumer to understand. Transparency and user rights are only valuable in conjunction with substantive limits on data collection and use.

It is clear that children and teens require heightened protections when it comes to the collection and use of their personal data. Minors are uniquely vulnerable to profiling and the outputs of commercial surveillance systems, which are necessarily designed to suggest and shape preferences and beliefs. Therefore, the Commission should issue a rule declaring it an unfair practice to collect, process, retain, or transfer the personal data of minors under the age of 18 unless strictly necessary to achieve the minor’s specific purpose for interacting with the business or to achieve certain essential purposes. The Commission should also ban targeted advertising to minors and issue a rule declaring it to be an unfair and deceptive practice for companies to make intentional design choices in order to facilitate the commercial surveillance of minors.

Data security and privacy go hand in hand. The Commission’s rule should declare that a business’s failure to implement reasonable security measures is an unfair trade practice, and that any entity which represents that it protects the security of consumer data but fails to adopt reasonable data security measures has engaged in a deceptive trade practice. Consumers are facing an epidemic of data breaches and resulting identity theft due to a lack of investment in and commitment
to data security. For over two decades, the FTC has tried to remedy the situation through case-by-case enforcement and the encouragement of industry self-regulation, but it is clear those approaches are not sufficient.

Lastly, the Commission should issue a rule affirming that it is an unfair practice for a business to use manipulative design or dark patterns to nudge consumers to “accept” terms or options that broaden the scope of personal data that the business collects, uses, or discloses. Dark patterns are especially harmful in the data protection context. Companies have pushed for decades to frame data collection and processing as an issue of consumer “choice” while deploying manipulative choice architecture to ensure that consumers always “choose” to permit more data collection, broader uses of data, and loose or non-existent data sale and transfer restrictions. The Commission has already taken steps to crack down on manipulative design techniques and dark patterns and should take this opportunity to declare them an unfair trade practice.

**INTEREST OF EPIC**

By notice published on August 22, 2022, the Federal Trade Commission has requested comment on the prevalence of harmful commercial surveillance and data security practices in anticipation of a possible trade regulation rule addressing these subjects.\(^1\) The Commission’s advance notice of proposed rulemaking (ANPR) “invites comment on whether [the Commission] should implement new trade regulation rules or other regulatory alternatives concerning the ways in which companies collect, aggregate, protect, use, analyze, and retain consumer data, as well as transfer, share, sell, or otherwise monetize that data in ways that are unfair or deceptive.”\(^2\)

---


The Electronic Privacy Information Center submits these comments in support of the Commission’s contemplated rulemaking and to share additional recommendations and expertise with the Commission. EPIC is a public interest research center in Washington, D.C., established in 1994 to secure the fundamental right to privacy in the digital age for all people through advocacy, research, and litigation. EPIC has long defended the rights of consumers and has played a leading role in developing the Commission’s authority to address emerging privacy and cybersecurity issues. EPIC routinely files comments in response to proposed FTC rules and consent orders, complaints concerning enforcement of Commission consent orders, and complaints concerning business practices that violate privacy rights and otherwise harm consumers.

EPIC has a particular interest in mitigating the harmful effects commercial surveillance and inadequate data security practices. EPIC believes that the Commission should promulgate a trade regulation rule that will promote data

---


minimization;7 establish fairness and transparency for automated decision-making systems;8 address systemic discrimination online;9 ensure that businesses meet their notice and transparency obligations;10 protect the privacy of minors;11 enforce data security standards;12 and prohibit manipulative designs that thwart consumer choice ("dark patterns").13

EPIC,14 alongside other consumer protection and civil rights organizations,15 has previously urged the Commission to undertake a trade regulation rulemaking that would define unfair and deceptive commercial data practices and unlock the FTC’s dormant enforcement power. EPIC is heartened to see the Commission considering such a rule now, and we are eager to work with the FTC to ensure that this process yields the strongest possible privacy and civil rights protections for consumers.

---

7 Consumer Reps. & EPIC, supra note 3.
14 EPIC FTC AI Petition, supra note 8; EPIC, supra note 3.
THE FTC AND THE DATA PROTECTION CRISIS

The United States faces a data privacy crisis. The lack of comprehensive privacy laws and regulations has allowed abusive data practices to flourish, creating a persistent power imbalance that threatens both individual rights and competition. Due to the failure of policymakers in the U.S. to establish adequate data protection standards, online firms have been allowed to deploy commercial surveillance systems that collect and commodify every bit of our personal data. The platforms and data brokers that track us across the internet and build detailed profiles to target us with ads also expose us to ever-increasing risk of breaches, data misuse, manipulation, and discrimination.

The impacts of these commercial surveillance systems are especially acute for marginalized communities, where they foster discrimination and inequities in employment, government services, healthcare, education, and other life necessities.

The notice and choice approach that has dominated the United States’ response to this uncontrolled data collection over the last several decades simply does not work. The focus on notice has led to longer and more complicated privacy policies that users do not read and could not change even if they did. And modern surveillance systems, including the schemes used to track our digital and physical activities across the web and across devices, are too complex and opaque for the vast majority of internet users to understand or control. Robust data protection standards

---

are essential to restore the balance of power between individuals and technology companies and to ensure the preservation of our privacy and civil rights.

In the absence of a comprehensive privacy law or dedicated privacy regulator in the U.S., the task of safeguarding personal data has been divided among federal and state entities. For general online privacy enforcement, that responsibility has fallen chiefly to the Federal Trade Commission. The FTC was established in 1914 to prevent unfair methods of competition in commerce. In 1938, Congress expanded the Commission’s mandate to include a broad prohibition against unfair and deceptive acts or practices, and the FTC has since been charged with enforcing a variety of consumer protection laws. The Commission’s overarching mission is to “[p]rotect[] consumers and competition by preventing anticompetitive, deceptive, and unfair business practices through law enforcement, advocacy, and education without unduly burdening legitimate business activity.”

The Commission is tasked with using these broad and flexible authorities to address emerging and evolving injuries.

Though some statutes enforced by the Commission authorize the FTC to impose civil penalties for first-time violations, the FTC Act generally does not. But trade regulation rules present a notable exception. If the Commission were to promulgate a commercial surveillance and data security rule, the FTC would be empowered to pursue civil penalties against violators without having to bring each company under a consent decree first.

The Commission has considerable rulemaking authority. The most notable example of this authority is section 18 of the FTC Act, which authorizes the Commission to promulgate trade regulation rules “defin[ing] with specificity . . . unfair or deceptive acts or practices in or affecting commerce” (a procedure commonly known as Magnuson-Moss rulemaking).

24 15 U.S.C. § 57a; see also FTC Authority Overview, supra note 20.
Commission have reason to believe the practices addressed by the rulemaking are “prevalent” and provides for a hearing with an opportunity for cross-examination, among other steps. After the Commission has established a trade regulation rule, any party who violates the rule “with actual knowledge or knowledge fairly implied on the basis of objective circumstances that such act is unfair or deceptive and is prohibited by such rule” is liable for civil penalties for each violation. Further, any party who violates a rule, regardless of their state of knowledge, may be held liable for consumer injuries caused by the violation.

This rulemaking authority is key to protecting consumers from unfair and deceptive practices. Rulemaking is also important for businesses, as the process gives market participants clear guidance about what constitutes an unfair or deceptive data practice.

The Commission has taken some steps to protect privacy over the past two decades, but the Commission’s enforcement and regulatory strategies have been critically flawed. Too often, the FTC has neglected to use the authority Congress has already given it. The Commission’s repeated failure to take meaningful enforcement action and to block harmful mergers has allowed abusive data practices by Facebook, Google, and other industry giants to flourish. Some statutory authorities, including the FTC’s power to promulgate trade rules, have simply never been used to advance the Commission’s data protection mission.

Beginning in 1951 and running through a “series of cases in the 1970s, [the Commission] recognized the general consumer preference against commercialization of personal data.” In the mid-1990s, the Commission took an interest in the emerging issue of online privacy and held a series of workshops that led, in part, to the passage of the Children’s Online Privacy Protection Act (COPPA); the issuance of reports critical of the data practices of early internet companies; and

---

28 FTC Authority Overview, supra note 20.
calls for additional regulatory authority. In 1998, the Commission brought its first internet-related privacy case.31 Unfortunately, the Commission’s early data protection work led to a framing of privacy law in the United States as being a matter of “notice and choice” and deference to industry-backed “self-regulation.” 32 Both notice and choice and self-regulation have failed to meaningfully protect consumer privacy online. These approaches have helped produce a “privacy paradox,” wherein consumers say they want online privacy but behave differently because the information ecosystem is so complicated and cumbersome that it is impossible to access online services without exposing personal information.33 Notice and choice mechanisms are particularly ineffective, as consumer privacy increasingly involves surveillance platforms and third parties. “When monitoring is built into services and presented as necessary for the provision of the service, it constrains the relevance and utility of the notice-and-choice regime.”34 Moreover, notice and choice completely fails to address the threat from data brokers and other third parties that have no direct interaction with the consumer.35

Although the Commission has gradually embraced its role as a regulator of commercial data practices, the FTC’s impact has been regrettably limited. In the 2000s, the Commission began to expand the scope of its privacy investigations and eventually formed a Division of Privacy and Identity Protection within the Bureau of Consumer Protection. But the Commission’s enforcement actions did not lead to substantial changes in business practices or sufficient monetary penalties, and it became clear that companies under consent decrees would have no incentive to protect consumer data if they did not expect real consequences for violating those decrees. The Commission’s failure to take meaningful action to curb privacy violations has come at great cost to American consumers and businesses.

There are signs that the Commission is beginning to take its role as a privacy regulator more seriously, as the agency takes steps to improve the

32 EPIC, supra note 3, at 1.
34 Id. at 333.
35 Id. at 173.
effectiveness of its consumer privacy enforcement. As Chair Khan stated in a speech earlier this year:

    Going forward, I believe we should approach data privacy and security protections by considering substantive limits rather than just procedural protections, which tend to create process requirements while sidestepping more fundamental questions about whether certain types of data collection and processing should be permitted in the first place.36

This shift builds on years of work by Commissioners Slaughter and Wilson, as well as former Commissioner Chopra, to focus the FTC’s attention on privacy and to ensure changes to harmful data practices.37 The Commission has begun to impose new remedies in its enforcement actions, including algorithmic disgorgement requirements that prevent companies from benefitting from illegally obtained data.38 The Commission has also started holding executives directly accountable when appropriate,39 as well as requiring companies to minimize the amount of data they collect and retain.40 These remedies mark a critical shift in the Commission’s privacy enforcement and reflect a recognition that modest monetary settlements are not enough to safeguard consumer privacy – particularly where the largest tech giants are concerned.

40 In re Residual Pumpkin Entity, LLC, formally d/b/a Cafepress, FTC File No. 192-3209 (2022).
Rules that define unfair and deceptive commercial data practices will **enhance the Commission’s ability to protect privacy online.** A commercial surveillance and data security rule would provide clear notice to companies of their obligations with respect to personal data and level the playing field by requiring all companies to play by the same rules. Critically, it would also unlock the full potential of first-time civil penalties, giving companies a strong financial incentive to comply, deterring harmful commercial surveillance practices, promoting the development of privacy enhancing techniques, and protecting individual privacy.

**The FTC’s Authority**

Section 5 of the Federal Trade Commission Act provides that unfair and deceptive trade practices are unlawful and empowers the Commission to prevent and protect consumers from those unfair and deceptive practices.41 “[Section 5] cannot be defined in terms of constants. More broadly, it is a recognition of an ever-evolving commercial dexterity and the personal impact of economic power as important dimensions of trade. Its underlying proposition is that a free competitive society must have some means of preventing that very freedom to compete from destroying our economic system.”42 It is under this authority that the Commission published its Advance Notice of Proposed Rulemaking, which opens the door to a trade regulation rule addressing unfair and deceptive commercial surveillance practices.43

**Unfair and Deceptive Trade Practices**

An unfair practice “is likely to cause substantial injury to consumers which is not reasonably avoidable by consumers themselves and not outweighed by countervailing benefits to consumers or to competition.”44 The FTC has generally

---

42 Hoofnagle, supra note 33, at 120.
used this authority to maintain the “free exercise of consumer decision-making.” In the 1980s, the FTC clarified in a policy statement that it would use its unfairness authority to stop commercial practices that (1) cause substantial injury, (2) are not outweighed by any countervailing benefits to consumers or competition, and (3) consumers cannot reasonably avoid. In 1993, Congress incorporated aspects of the FTC’s unfairness policy statement into the FTC Act. Notably, Congress decided that “[i]n determining whether an act or practice is unfair, the Commission may consider established public policies as evidence to be considered with all other evidence.” However, Congress did not adopt the Commission’s more restrictive rubric in the 1980 policy statement for determining which harms constitute “substantial injury.”

Substantial Injury

Courts typically defer to the Commission’s findings and guidance on the substantial injury prong of the unfairness standard. Courts have upheld the Commission’s determination that a practice can cause substantial injury by doing “a small harm to a large number of people” or by raising “a significant risk of concrete harm.” Moreover, a substantial injury can result when consumers are “injured by a practice for which they did not bargain.” In other words, a trade practice may cause substantial injury if it effectively thwarts a consumer’s ability to make a decision. Unfair trade practices may be caused by or involve multiple entities,

---

46 Id.
48 Id.
50 FTC v. Windward Mktg. Inc., 1997 WL 33642380, at *11 (N.D. Ga. Sept. 30, 1997) (citing Orkin Exterminating Co., Inc. v. FTC, 849 F.2d 1354, 1364–65 (11th Cir. 1988)). The FTC brings these types of cases “not to second-guess the wisdom of particular consumer decisions, but rather to halt some form of seller behavior that unreasonably creates or takes advantage of an obstacle to the free exercise of consumer decision making.” Citron & Solove, supra note 18, at 848.
including platforms or facilitators, whose actions together inflict substantial injury.\textsuperscript{51} The Commission “is not required to show intent, merely that customers were substantially injured.”\textsuperscript{52}

A wide range of harms can constitute substantial injuries, including intangible harms, economic harms, and non-economic harms that are otherwise quantifiable.\textsuperscript{53} A substantial injury often entails economic or monetary harms to consumers. For example, the Commission has found that billing customers without a mechanism for consent,\textsuperscript{54} debiting consumers’ accounts without authorization,\textsuperscript{55} and charging erroneous or unexpected fees cause substantial injury.\textsuperscript{56} In \textit{FTC v. Neovi}, the Ninth Circuit held that the FTC met its burden to establish substantial injury where a business’s “profound lack of diligence” enabled fraud on its platform.\textsuperscript{57}

Reputational and economic harms also constitute substantial injuries where the unfair practice exposes consumers to “embarrassment and risk of adverse action, such as job loss.”\textsuperscript{58} In \textit{FTC v. LoanPointe}, a substantial injury was caused not by the wage assignment clause in a payday loan, but by the lender’s practice of “disclosing debts and the amount of the debts to consumers’ employer[s]” without prior approval from the consumers.\textsuperscript{59} While the economic harms from this breach of privacy spanned from job loss to a disruption of personal finances, the reputational

\textsuperscript{51} FTC v. Inc21.com Corp., 745 F. Supp. 2d 975, 1003 (N.D. Cal. 2010) (“It is not a bar to liability if a violation is caused by more than one perpetrator. Rather, liability under the Act may be found if a business facilitated or provided substantial assistance to a deceptive scheme resulting in substantial injury to customers.”).


\textsuperscript{53} See \textit{In re DesignerWare, LLC}, FTC File No. 1123151 (Apr. 25, 2013) (unfair practice to install monitoring software on rented computers to potentially gather sensitive personal information from consumers).


\textsuperscript{55} Windward, 1997 WL 33642380, at *15–16.

\textsuperscript{56} Fleetcor, 2022 WL 3273286, at *28.

\textsuperscript{57} FTC v. Neovi, Inc., 604 F.3d 1150, 1153 (9th Cir. 2010).

\textsuperscript{58} FTC v. LoanPointe, LLC, 2011 WL 4348304, at *3 (D. Utah Sept. 16, 2011).

\textsuperscript{59} Id. at *6 (“The Circuit Court for the District of Columbia has noted that the FTC “found wage assignments particularly harmful to consumers because they can be invoked without the due process safeguards of a hearing and opportunity to present defenses.”) (citing \textit{Am. Fin. Servs. Ass’n v. FTC}, 767 F.2d at 974).
harm to consumers also contributed to establishing substantial injury.\textsuperscript{60} Courts at common law have long recognized that intangible injuries, including those protected by privacy torts, can support an award of damages.\textsuperscript{61} Many privacy statutes have simplified this process by assigning a default or minimum damages value.\textsuperscript{62}

Modern commercial surveillance practices, defined in the ANPR as “the collection, aggregation, analysis, retention, transfer, or monetization of consumer data and the direct derivatives of that information,”\textsuperscript{63} produce harms that constitute substantial injury. In addition to economic harms, consumer surveillance can work non-economic harms sufficient for a finding of unfairness. For example, many privacy unfairness cases “involve consumer data that was actually sold for value or sensitive data that was shared with third parties.”\textsuperscript{64} Where these harms are not strictly economic, their impact can still be measured “based on (1) the sensitivity of the data, (2) the lack of a direct relationship with consumers, (3) consumers’ lack of knowledge of and of agency over the sharing.”\textsuperscript{65} The Commission has recognized in prior privacy enforcement actions that both financial and non-financial harms can constitute substantial injury.\textsuperscript{66}

The Commission’s reluctance to pursue a wider range of unfairness cases is attributable, in part, to its excessively narrow construction of “substantial injury” in the 1980 policy statement. The Commission is not bound by the limitations of that statement, and it should not feel compelled to follow them. Even under the 1980 policy statement, the Commission can act to prevent non-economic harms. Yet the statement’s categorial exclusion of “emotional” and “subjective” harms impermissibly and artificially narrows the meaning of “substantial injury” and may

\textsuperscript{60} FTC v. LoanPointe, LLC, 525 F. App’x 696, 701 (10th Cir. 2013).
\textsuperscript{63} ANPR, supra note 1, at 51277.
\textsuperscript{64} Schroeder & Keegan, supra note 45, at 32.
\textsuperscript{65} Id.
\textsuperscript{66} Id. at 31–38 (injuries include unauthorized sale of data, unauthorized data sharing, unfair collection of data, breach of consumer privacy expectations, high risk of emotional and reputational injury from sexual privacy exposure).
exclude a wide range of privacy and data-driven harms caused by modern commercial surveillance practices.\[67\]

Instead, the Commission should understand the term “substantial injury” to describe any nontrivial harm, setback, loss, risk to health or safety, or other impairment to well-being, whether discrete or cumulative, that affects one or more individuals. This definition is consistent with the plain meaning of “substantial injury”; incorporates a wider range of non-economic and intangible (yet real) harms, including many recognized at common law; allows that multiple small injuries can add up to a substantial one; and emphasizes that a substantial injury can be suffered both by individuals and groups of individuals. It is well within the Commission’s authority to broadly define the scope of substantial injury under the unfairness authority, as “Congress delegated broad discretionary authority to the [FTC] to define unfair trade practices on a flexible, incremental basis.”\[68\]

The harms of commercial surveillance have a substantial impact in part because these practices affect every person who uses the internet and connected services. “Many privacy violations involve broken promises or thwarted expectations about how people’s data will be collected, used, and disclosed.”\[69\] Some of these harms “may appear small when viewed in isolation, such as the inconvenience of receiving an unwanted email or advertisement or the failure to honor people’s expectations that their data will not be shared with third parties. But when done by hundreds or thousands of companies, the harms add up. Moreover, these harms are dispersed among millions—and sometimes billions—of people and can be hard to combat absent the Commission’s intervention; the overall societal

---


68 Consumer Reps. & EPIC, supra note 3, at 11.

69 Citron & Solove, supra note 18, at 797 (citing Jacqueline D. Lipton, Mapping Online Privacy, 104 NW. U. L. Rev. 477, 508 (2010) (noting “the greatest harms in the present age often come from unauthorized uses of private information online” including the improper collection, aggregation, processing, and dissemination of information)).
The extent of these harms can depend on “how the data is used, what data is involved, and how the data might be combined with other data. Sharing an innocuous piece of data with another company might provide a key link to other data or allow for certain inferences to be made.”

Privacy violations can cause psychological harms, relationship harms, discrimination harms, and autonomy harms, including lack of control and chilling effects.

The Commission’s understanding of substantial injury should encompass harms that consumers suffer as a result of commercial surveillance. The Commission’s unfairness authority is well suited to these types of privacy and data security violations “because incremental injuries that affect many people can be substantial and because their negative impacts can materialize over time[.]”

Not Reasonably Avoidable

Another prong of the unfairness test considers whether consumers can reasonably avoid the harms caused by business practices. It is clear that consumers cannot reasonably avoid the substantial injuries caused by widespread commercial surveillance, which routinely occurs without their knowledge and in ways that are too convoluted for even the most determined consumer to understand. In the same way that the “substantial injury” prong assesses whether a consumer has been “injured by a practice for which they did not bargain,” the “reasonably avoidable”

---

70 Id. at 797 (citing Brian Fung, T-Mobile Says Data Breach Affects More than 40 Million People, CNN Bus. (Aug. 18, 2021), https://www.cnn.com/2021/08/18/tech/t-mobile-data-breach/index.html [https://perma.cc/L6XV-6PUN] (reporting that one data breach “affect[ed] as many as 7.8 million postpaid subscribers, 850,000 prepaid customers and ‘just over’ 40 million past or prospective customers who have applied for credit with T-Mobile”).

71 Id. at 818.

72 See generally Citron & Solove, supra note 18, at 841–59 (expanding on typology of privacy harms).


74 Windward, 1997 WL 33642380, at *11 (citing Orkin Exterminating Co., 849 F.2d at 1364–65). The FTC brings these types of cases “not to second-guess the wisdom of particular consumer decisions, but rather to halt some form of seller behavior that unreasonably creates or takes advantage of an obstacle to the free exercise of consumer decision making.” Citron & Solove, supra note 18, at 848.
prong examines the relative bargaining power of the consumer and the seller and
the consumer’s freedom of choice.75

The 1980 policy statement asks whether the consumer could have reasonably
avoided the injury in a broader context of a self-correcting marketplace. But a focus
on consumer choice only works if individuals have meaningful decisions to make
that can impact the harmful business practices at issue.76 When the Commission
brings an unfairness claim, it is typically because a commercial pattern or practice
has hindered the nominally free-market decision-making power of consumers.
Examples in the 1980 policy statement include leaving buyers with insufficient
information for informed choices, overt coercion, and exercising undue influence
over susceptible purchasers. The Commission’s unfairness actions are brought “not
to second-guess the wisdom of particular consumer decisions, but rather to halt
some form of seller behavior that unreasonably creates or takes advantage of an
obstacle to the free exercise of consumer decision making.”77

Courts have identified two different paradigms that satisfy the “not
reasonably avoidable” element: cases in which market forces left consumers without
a reasonable choice, and cases in which consumers could not have anticipated or
avoided the harm. As to the first category, the D.C. Circuit has explained that “the
requirement that the injury cannot be reasonably avoided by the consumers stems
from the Commission’s general reliance on free and informed consumer choice as
the best regulator of the market.”78 The Commission has intervened where a
business has either affirmatively distorted consumers’ choices or has taken
advantage of an existing obstacle to free consumer choice.79 Similarly, harm is
unavoidable where there is a faulty assumption that the consumers had a choice.80

75 See ICO, supra note 67, at 6 (“economic circumstances such as market power or barriers to
switching can mean that harms are hard to avoid even if informed and unbiased consumers are
unable to discipline providers by switching to alternatives.”).
76 FTC Unfairness Statement, supra note 45.
77 Id.
78 Am. Fin. Servs. Ass’n, 767 F.2d at 976.
79 Id. at 981.
80 Pa. Funeral Dirs. Ass’n, Inc. v. FTC, 41 F.3d 81, 91 (3d Cir. 1994).
The Third Circuit has held that a consumer does not truly have the ability to exercise their choice if they are *forced* to make a certain choice or pay a fee.\footnote{Id. at 92–93.}

In the second category of cases, courts have looked at whether consumers could have anticipated the harm of a commercial practice at all. Consumers may avoid injury before it occurs if they anticipate the harm.\footnote{FTC v. IFC Credit Corp., 543 F. Supp. 2d 925, 941 (N.D. Ill. 2008).} However, where consumers have no reason to anticipate the harm, as with fraud, “there [i]s no occasion for the consumers even to consider taking steps to avoid it.”\footnote{Orkin Exterminating Co., 849 F.2d at 1365.} This happens commonly, though not only, when unfair practices dovetail with deceptive practices. For example, in *FTC v. Wyndham*, consumers could not have reasonably avoided harm from the hotel chain’s poor security practices where the privacy policy overstated the efficacy of those practices.\footnote{FTC v. Wyndham Worldwide Corp., 799 F.3d 236, 245–46 (3d Cir. 2015).} Finally, consumers cannot reasonably avoid harms caused by practices that they never actually consented to, like unauthorized charges.\footnote{Inc21.com, 745 F. Supp. 2d at 1004–05.}

In the context of commercial surveillance, the average consumer does not have the knowledge, understanding, or ability to avoid invasive and harmful data collection; the average consumer does not choose to be subject to commercial surveillance online. There is a fundamental power imbalance between consumers and the entities that design and operate online services to maximize the collection and extraction of their data for targeting, profiling, and other harmful uses.\footnote{Roomy Khan, Google, Facebook and Others: Are They Offering Enough For Using the Consumer Created Content?, Forbes (May 3, 2018), https://www.forbes.com/sites/roomykhan/2018/05/03/google-facebok-and-others-are-they-offering-enough-for-using-the-consumer-created-content/?sh=6aecc86c76c9.} Data collection methods and data flows are so opaque that it is not reasonable to expect an average consumer to understand how their data is being used (or even when it is being collected in many cases).\footnote{See, e.g., Surya Mattu et al., How We Built A Meta Pixel Inspector, Markup (Apr. 28, 2022), https://themarkup.org/show-your-work/2022/04/28/how-we-built-a-meta-pixel-inspector (study on Meta Pixel).} This relationship reflects an asymmetry of information—a fundamental power imbalance between consumers and the online
platforms that collect and process their personal data. \(^{88}\) It is understood in other contexts that power imbalances can lead to unavoidable injury. For example, patients are not expected to avoid harms caused by a proposed course of medication or treatment.

The Commission has made clear that for a consumer to have the ability to reasonably avoid harm, they must be able to anticipate it. But in the online ecosystem, the average consumer is only aware of the direct interactions they have with businesses, such as browsing a website, using a mobile app, or posting on social media. They are typically not aware of, and have little control over, how their data is collected or what happens to it in the background.

**The Meaning of ‘Consumer’**

The FTC rightly acknowledges in the ANPR that the term “consumer” is an expansive one. \(^{89}\) The ANPR defines consumers to include businesses and workers, “not just individuals who buy or exchange data for retail goods and services.” \(^{90}\) Courts have also acknowledged the FTC’s authority to interpret the term “consumer” broadly. “The text and the legislative history of the 1994 Amendment to the FTCA demonstrate that Congress’s intent was to limit the Commission’s authority to proscribe unfair acts and practices *not* through a restrictive definition of ‘consumer,’ but rather through subsection (n)’s requirement that an unfair practice must cause substantial harm that is not reasonably avoidable or outweighed by countervailing benefits to consumers or competition.” \(^{91}\) Notably, the term consumer should be understood to describe a *reasonable* consumer—not a superuser or

---

\(^{88}\) Shoshana Zuboff, *Big Other: Surveillance Capitalism and the Prospects of an Information Civilization*, 30 J. Info. Tech. 83 (2015) (“[U]sers have few meaningful options for privacy self-management[,] These asymmetries in knowledge are sustained by asymmetries of power.”).

\(^{89}\) ANPR, *supra* note 1, at 51277.

\(^{90}\) *Id.* (“This approach is consistent with the Commission’s longstanding practice of bringing enforcement actions against firms that harm companies as well as workers of all kinds.”). See *generally* Orkin Exterminating Co., 849 F.2d at 1364–65 (companies as consumers); Press Release, FTC, *FTC Settles Charges Against Two Companies That Allegedly Failed to Protect Sensitive Employee Data* (May 3, 2011), https://www.ftc.gov/news-events/news/press-releases/2011/05/ftc-settles-charges-against-two-companies-allegedly-failed-protect-sensitive-employee-data (employees as consumers).

\(^{91}\) *IFC Credit Corp.*, 543 F. Supp. 2d at 941.
otherwise exceptional consumer—as “the sophistication of the [consumer] is not a factor in determining the applicability of the Act.”

Not Outweighed by Countervailing Benefits

Once the Commission determines that a business practice causes substantial injury, it must consider whether that harm is outweighed by countervailing benefits to consumers or competition. A practice is unfair if it is “injurious in its net effects.” The FTC must “assure that consumers will not ultimately be worse off after the Commission acts.”

Invasive commercial surveillance practices routinely cause substantial injury that is not outweighed by benefits to consumers or competition. One of the principles broadly recognized in global privacy frameworks is that the processing of personal data should be limited to the minimum amount necessary and proportionate to the specific purposes for which it was collected (the data minimization principle). An unfairness rule prohibiting commercial surveillance practices that violate the data minimization principle will satisfy the countervailing benefits test because those surveillance practices infringe on consumers’ privacy in a way that is not proportionate to the benefit they provide to the public. Indeed, many commercial surveillance practices have been shown to provide no benefit to consumers at all.

To take one notable example, targeted advertising routinely fails to benefit consumers or competition. Consumers enjoy few benefits because the ads targeted at them are rarely relevant. Targeted advertising can also hurt advertisers

92 Id. at 936.
94 FTC Unfairness Statement, supra note 45.
95 Beales, supra note 93.
themselves, as it tends to be much less effective than companies anticipate.\textsuperscript{98} Moreover, targeted advertising has isolating and divisive social impacts.\textsuperscript{99} There are better, less privacy invasive ways to serve digital advertisements. “The seduction of these consumer products is so powerful that it blinds us to the possibility that there is another way to get the benefits of the technology without the invasion of privacy. But there is[.]”\textsuperscript{100} Contextual advertising provides largely the same benefits of traditional advertising without the privacy harms inherent in commercial surveillance.\textsuperscript{101}

Surveillance-based targeting and profiling systems also harm competition because they concentrate power in the hands of a small number of firms with access to the bulk of the data used for targeting. It is both “foundationally and cyclically anticompetitive: It allows dominant firms to continuously extract more data and profit from trapped used, while raising barriers to entry that serve to further deprive those users of viable alternatives.”\textsuperscript{102} Privacy protective measures that distribute market power are beneficial to competition and improve data-driven markets.\textsuperscript{103}

\begin{itemize}
  \item \textsuperscript{99} Silvia Milano et al., \textit{Targeted Ads Isolate and Divide Us Even When They’re Not Political – New Research}, The Conversation (July 13, 2021), https://theconversation.com/targeted-ads-isolate-and-divide-us-even-when-theyre-not-political-new-research-163669.
\end{itemize}
Deceptive Trade Practices

In addition to its unfairness authority, the Commission also has the authority to prohibit deceptive trade practices. Deception includes a “representation, omission or practices that is likely to mislead the consumer.”104 Under the FTC’s 1983 policy statement on deception, the practice must be evaluated from the perspective of a reasonable consumer, and it must be material.105 A deceptive practice occurs when a business makes representation to consumers but “lacks a ‘reasonable basis’ to support the claims made.”106 Most of the Commission’s privacy cases have relied on the FTC’s deception authority. Examples of deceptive trade practices include broken promises to consumers related to data security and actions taken to encourage or induce disclosure of personal information from consumers or financial institutions.107 Insufficient notice to consumers concerning commercial data practices has been “one of the most central aspects of the FTC’s privacy jurisprudence[.]”108 The Commission has brought deception actions where companies have failed to provide sufficient notice concerning data use policies, the storage of personal information, default software settings, and the collection of personal data.109

Prevalence

The Commission has the authority to issue a proposed trade regulation rule where the unfair or deceptive acts or practices at issue are “prevalent.”110 Two categories of evidence can be used to demonstrate prevalence: (1) past cease-and-desist orders by the Commission concerning the practices at issue and (2) “any other information available to the Commission indicat[ing] a widespread pattern of unfair

105 Id.
108 Id. at 634–36.
109 Id.
or deceptive practices.”  

Here, prior enforcement actions, academic research, market data, news reports, and numerous other sources—many of which are cited in the Commission’s ANPR\footnote{Id.}—demonstrate “that harmful commercial surveillance and lax data security practices may be prevalent and increasingly unavoidable.” \footnote{Id. at 51276.}

**OVERARCHING CONSIDERATIONS FOR A RULE**

1. **THE SCOPE OF COVERED DATA**

   **Responsive to question 10.**

   As the Commission determines what types of data should be covered by a potential rule, we urge it to define personal data broadly, with special attention to sensitive data and inferences. A good definition recognizes that personal data includes both data that is explicitly associated with a particular individual and also data from which it is possible to infer the identity of a particular individual. The Definitions of personal data vary slightly between existing regulations,\footnote{See, e.g., Commission Regulation (EU) 2016/679, art. 4(1), 2016 O.J. (L 119) 1 (EU) [hereinafter GDPR] (personal data includes “any information relating to an identified or identifiable natural person,” including both direct and indirect identifiers); American Data Privacy and Protection Act, H.R. 8152, 117th Cong. § 2(8)(A) (2022) [hereinafter ADPPA] (covered data is “information that identifies or is linked or reasonably linkable, alone or in combination with other information, to an individual or [to] a device that identifies or is linked or reasonably linkable to an individual, and may include derived data and unique persistent identifiers”); California Consumer Privacy Act, Cal. Civ. Code § 1798.140(o)(1) (2018) [hereinafter CCPA] (personal information is “information that identifies, relates to, describes, is reasonably associated with, or could reasonably be linked, directly or indirectly, with a particular consumer” – this includes identifiers that could be linked with a particular household); Colorado Privacy Act, Colo. Rev. Stat. § 6-1-1303(17)(a) (2021) [hereinafter Colorado Privacy Act] (personal data is “information that is linked or reasonably linkable to an identified or identifiable individual”).} but the most comprehensive definitions describe personal data as any information that “identifies or is linked or reasonably linkable, alone or in combination with other information, to an individual or [to] a device that identifies or is linked or reasonably linkable to an individual, and may include derived data and unique persistent identifiers.” \footnote{ADPPA § 2(8)(A).} This includes sensitive data (though sensitive data should

---

\footnote{Id.}

\footnote{Id., supra note 1, at 51273–76.}

\footnote{Id. at 51276.}
be subject to additional protections), data linkable to an individual device, and non-aggregated data, as all of these could be used to identify an individual.

Several existing regulations do not consider de-identified data to be personal data. However, this exclusion is only workable when de-identified data is clearly differentiated from personal data such that it is impossible to connect de-identified data to an individual. This standard is much higher than merely requiring that names or exact birthdates be removed, that a simple cipher be applied to data, or that data be pseudonymized. In fact, the standard should be much closer to true anonymization. Without clear restrictions on what may be considered de-identified data, there is a potential overlap between de-identified data and personal data, creating confusion for companies, consumers, and enforcement bodies. EPIC suggests the following definition of de-identified data, adapted from the proposed American Data Privacy and Protection Act (ADPPA):

**DE-IDENTIFIED DATA.**—The term “de-identified data” means information that does not identify and is not linked or reasonably linkable to a distinct individual or a device, regardless of whether the information is aggregated, and if the covered entity or service provider—

(A) takes technical measures to ensure that the information cannot, at any point, be used to re-identify any individual or device that identifies or is linked or reasonably linkable to an individual;

(B) publicly commits in a clear and conspicuous manner—

(i) to process and transfer the information solely in a de-identified form without any reasonable means for re-identification; and

---

116 See, e.g., id. at § 2(8)(B)(i); CCPA § 1798.140(o)(3); Colorado Privacy Act § 6-1-1303(17)(b).

117 See, e.g., Colorado Privacy Act § 6-1-1303(11) (only data that cannot reasonably be used to infer information about or otherwise be linked to an identified or identifiable individual or device linked to that individual may be considered de-identified data and parties using de-identified data must make commitments to use and maintain the data solely in de-identified form); CCPA § 1798.148(c) (requires a contract in place for any sale or licensing of deidentified information that includes specific provisions prohibiting reidentification); ADPPA § 2(10) (2022) (mandates that de-identified data cannot identify or be linked or reasonably linkable to an individual or individual’s device, regardless of whether information is aggregated).
(ii) to not attempt to re-identify the information with any individual or device that identifies or is linked or reasonably linkable to an individual; and

(C) contractually obligates any person or entity that receives the information from the covered entity or service provider—

(i) to comply with all of the provisions of this paragraph with respect to the information; and

(ii) to require that such contractual obligations be included contractually in all subsequent instances for which the data may be received.\(^{118}\)

Several regulations also make distinctions between personal data and sensitive data, which is subject to heightened protections. The use of sensitive data (also called sensitive covered data,\(^{119}\) sensitive personal information,\(^{120}\) or special categories of personal data)\(^{121}\) carries with it higher risk to the data subject, whether that be from breach, misuse, targeting, or other processing. While definitions vary, sensitive data typically includes data related to government-issued identifiers (such as social security number, passport number, etc.), health information, biometric and genetic data, financial information, sexual orientation and behavior, religious or philosophical belief, union membership, race and national origin, and children’s information.\(^{122}\) Some statutes have also included geolocation data, the contents of

\(^{118}\) ADPPA § 2(10).

\(^{119}\) ADPPA § 2(24).

\(^{120}\) CCPA § 1798.140(ae).

\(^{121}\) GDPR art. 9.

\(^{122}\) ADPPA § 2(24) (sensitive covered data includes government-issued identifiers (social security number, passport number, or driver’s license number); information describing or revealing past, present, or future physical health, mental health, disability, diagnosis, healthcare condition, or treatment of an individual; financial account number, debit card number, credit card number, or information about income level or bank account balances; biometric information; genetic information; precise geolocation information; private communications; account or device log-in credentials or security/access codes; information identifying sexual orientation or sexual behavior; calendar, address book, phone/text logs, photos, audio recordings, videos, etc. stored on a private device; photo, film, video recording, or similar showing naked or underwear-clad private area; info revealing video content or services requested/selected by an individual; information about an individual known to be under 17; any other covered data processed for the purpose of identifying the above data types); CCPA § 1798.140(ae) (sensitive personal information includes personal information that reveals social security, driver’s license, state ID card, or passport number; account
communications, and images of private areas. In order to properly protect consumers, sensitive data must be identified as distinct from ordinary personal data and must be subject to heightened protections, particularly when it comes to collection, access, data transfers, and permissible uses.

Recently, there has been growing recognition in privacy laws that certain “inferences” made about individuals also fall under the definition of personal data, as the use of consumer profiling increases.\(^{123}\) For example, the proposed ADPPA includes within its scope of protected personal data “derived data,” which includes data created “by the derivation of information, data, assumptions, correlations, inferences, predictions, or conclusions from facts, evidence, or other sources” about an individual or the individual’s device.\(^{124}\) The California Attorney General has also confirmed that inferences (including internally generated inferences) used to create a profile about a consumer or “predict a salient consumer characteristic” are personal information about the individual, subject to all required protections and data rights under California law.\(^{125}\) And the most recent draft regulations issued under the Colorado Privacy Act include a new category of data, “sensitive data inferences,” which are defined as “inferences made by a Controller based on Personal Data, alone or in combination with other data, which indicate an

---

log-in, financial account, debit or credit card number along with security/access code, password, or credentials allowing account access; precise geolocation; racial or ethnic origin, religious or philosophical belief, or union membership; contents of communications; genetic data; processing of biometric data for identification purposes; health data; and sex life or sexual orientation); Colorado Privacy Act § 6-1-1303(24) (Sensitive data is personal data revealing racial or ethnic origin, religious beliefs, mental or physical health condition or diagnosis, sex life or sexual orientation, citizenship or citizenship status, genetic or biometric data used to identify an individual, or personal data from a known child); GDPR art. 9 (special categories of personal data include “racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union membership, and the processing of genetic data, biometric data for the purpose of uniquely identifying a natural person, data concerning health or data concerning a natural person’s sex life or sexual orientation”).


\(^{124}\) ADPPA § 2(11).

individual’s racial or ethnic origin; religious beliefs; mental or physical health condition or diagnosis; sex life or sexual orientation; or citizenship or citizenship status.” 126

To ensure that the Commission’s commercial surveillance rule is flexible enough to adapt to future changes in technology, the FTC should adopt a broad definition of covered personal data, with special attention to sensitive data and inferences.

2. OBSOLESCENCE

Responsive to question 95.

The regulations that emerge from the Commission’s commercial surveillance rulemaking process must stand the test of time. Both the technologies used by commercial actors to exploit personal data and the business models that incentivize such exploitation are constantly evolving, presenting new threats to privacy and civil rights. But as the Commission is well aware, section 18 rulemaking is a lengthy and resource-intensive process—one the FTC is unlikely to return to quickly after its initial commercial surveillance and data security rules are in place. It is therefore essential that the Commission adopt regulations which, while “specific[],” 127 are sufficiently inclusive to capture unforeseen instantiations of practices already known to be unfair and deceptive.

To this end, we make two recommendations. First, the practices that the Commission declares unfair or deceptive should, with limited exceptions, be defined in platform- and technology-neutral terms. Trade rules focused narrowly on the commercial use of dial-up internet, LaserDiscs, or carbon copy credit card imprinters would be of little or no value today. The same fate likely awaits rules that are restricted to the technological particulars of today’s commercial data practices. 128

128 Cf. Electronic Communications Privacy Act (ECPA), EPIC (2022), https://epic.org/ecpa/ (“ECPA embodies many important and useful protections, but much has changed since ECPA was passed in 1986; from personal computing to the Internet and now the ubiquity of mobile devices, much of today’s technology (and even much of yesterday’s) was not conceived when the law was first passed.”).
Instead, the Commission’s definitions of unfair and deceptive practices should draw on well-established terminology from privacy and civil rights law: principles such as transparency, necessity, disparate impact, accountability, and purpose limitation. Rules framed in these terms are far more likely to remain relevant well into the future.

Second, in establishing “requirements . . . for the purpose of preventing such acts or practices,” the Commission should take every opportunity to emphasize that the requirements it establishes are non-exhaustive. Compliance with the prophylactic provisions established by the Commission should not be understood as a safe harbor if a business practice still meets the elements of unfairness or deception. For example, we recommend below that the Commission require businesses to conduct and disclose the results of a privacy impact assessment before collecting or processing personal data, and we set out categories of information that we believe each assessment must include. But we recommend that this list be “non-exhaustive” to allow for the possibility that additional disclosures may become necessary in the future to give individuals adequate notice of how their personal data is being used. The Commission should consider using this strategy throughout the text of its rule.

drafted.”); Letter from EPIC to Rep. Jim Sensenbrenner et al. (Mar. 18, 2013), https://archive.epic.org/privacy/ecpa/EPIC-to-HJC-re-ECPA-3-18-2013.pdf (“It is our view the key terms in ECPA will continue to present interpretive problems until Congress takes action to update the law.”).

1. **Data Minimization**

1.1. It is an unfair trade practice to collect, use, transfer, or retain personal data beyond what is reasonably necessary and proportionate to the primary purpose for which it was collected, consistent with consumer expectations and the context in which the data was collected.

*Responsive to questions 26, 27, 29, 40, 41, 43–47, 86.*

A business’s collection, use, retention, or transfer of a consumer’s personal information beyond what is reasonably necessary and proportionate to achieve the primary purpose for which it was collected (consistent with consumer expectations and the context in which the data was collected) is an unfair business practice that has, unfortunately, become widespread in the online ecosystem in the absence of clear prohibitions. The overcollection and out-of-context secondary uses of personal data, including the sale to and use by data brokers, surveillance advertising firms, and other entities trafficking in consumer profiles, are inconsistent with the reasonable expectations of online consumers. These unfair commercial surveillance practices lead to invasive, discriminatory targeting that violates the privacy and autonomy of consumers while fueling division, misinformation, and harassment that undermine democratic institutions.

The Commission has recognized that the overcollection and misuse of personal information is a widespread problem that harms millions of consumers every day and has identified that data minimization is the key to addressing these unfair business practices. As it stated in a recent report:

Data minimization measures should be inherent in any business plan—this makes sense not only from a consumer privacy perspective, but also from a business perspective because it reduces the risk of liability due to potential data exposure. Businesses should collect the data necessary to provide the service the consumer requested, and nothing more.\(^{130}\)

---

The Commission and individual Commissioners have made numerous similar statements in support of requiring data minimization.131

Most online transactions and interactions between businesses and consumers can be carried out without the customer’s personal data being sold, transferred, or stored to be used for an unrelated secondary purpose. Consumers reasonably expect that when they interact with a business online, that business will collect and use their personal data for the limited purpose and duration necessary to provide the goods or services they have requested. For example:

131 See Statement of Commissioner Christine Wilson, In re Drizly, FTC (Oct. 24, 2022), https://www.ftc.gov/system/files/ftc_gov/pdf/2023185WilsonDrizlyStatement.pdf (“I agree that data minimization plays an important role in a healthy data security program.”); see Statement of Commissioner Rebecca Slaughter, In re Drizly, FTC (Oct. 21, 2022), https://www.ftc.gov/system/files/ftc_gov/pdf/Statement-of-Commissioner-Slaughter-Regarding-Drizly-FINAL.pdf (“There are many ways to approach data collection guardrails. As the FTC further develops a minimization framework, one framework I hope we consider is centering a consumer’s reasonable expectation that there should be limits on the collection and use of their information based on the service they’ve actually requested. I believe the agency is in a better position to effectuate this expectation than it is to anticipate, understand, and police every claim of reasonable business necessity.”); Press Release, FTC, FTC Report on Internet of Things Urges Companies to Adopt Best Practices to Address Consumer Privacy and Security Risks (Jan. 27, 2015), https://www.ftc.gov/news-events/news/press-releases/2015/01/ftc-report-internet-things-urges-companies-adopt-best-practices-address-consumer-privacy-security (“Commission staff also recommend that companies consider data minimization – that is, limiting the collection of consumer data, and retaining that information only for a set period of time, and not indefinitely. The report notes that data minimization addresses two key privacy risks: first, the risk that a company with a large store of consumer data will become a more enticing target for data thieves or hackers, and second, that consumer data will be used in ways contrary to consumers’ expectations.”); Leslie Fair, Data Breach Prevention and Response: Lessons from the CafePress Case, FTC Bus. Blog (Mar. 15, 2022), https://www.ftc.gov/business-guidance/blog/2022/03/data-breach-prevention-and-response-lessons-cafepress-case (“The order also mandates that the company put in place and maintain an Information Security Program that includes (among other things) policies and procedures for data minimization and data deletion.”); Stipulated Order, United States v. Kurbo, Inc., No. 3:22-cv-00946-TSH, 7 (N.D. Cal. Mar 3, 2020) (The Commission permanently restrained Kurbo f/k/a WeightWatchers from “retaining personal information collected online from a child for longer than reasonably necessary to fulfill the purpose for which the information was collected[.]”).
COMMERCIAL SURVEILLANCE AT WORK

When a person uses a map application to get directions to a restaurant from their current location, the consumer reasonably expects that their precise location data will be collected and used by the app to provide them with turn-by-turn directions they have requested, and perhaps display advertisements for nearby businesses. The consumer may also reasonably expect that the app will store a record of the most recent destinations they have searched for the limited purpose of suggesting the same or similar search again. And if the app uses the consumer's location data to identify and compare nearby traffic patterns to find an optimal route, that is within the scope of the original purpose and consumer’s expectations. The consumer does not expect that their precise location data will be disclosed to third parties they have no relationship with and combined with other data about them to profile them.

But businesses operating websites and mobile apps now engage in commercial surveillance practices that violate the privacy of consumer data by collecting and using it to track and profile individuals in ways that defy reasonable consumer expectations. These unfair business practices have been so widely adopted that they happen seamlessly and beyond the visibility or control of the consumer. And the result is that nearly every website we visit, every link we click, and everything we see on a screen can be tracked and cataloged to feed detailed profiles that are later used to target us in myriad ways. For example:
COMMERCIAL SURVEILLANCE AT WORK

A social media app will necessarily collect, store, and process a range of data from its users including texts and images, profile information, and potentially metadata like location or other tags. The app may also collect certain data for diagnostics, testing, or debugging of its systems (though most of this data need not be individually linkable). But the app should not process or transfer the precise location data of its users for unrelated commercial purposes. If a third-party company seeks to purchase or analyze consumer location records from the app to “know when users leave their house, their commute to work, and everywhere they go throughout the day,” that would violate the privacy of the apps’ users and clearly go far beyond what an average consumer expects the app to be doing with their data.132 The social media company would also be violating their users privacy and expectations if they combine data about an individual’s use of the social media app with unrelated app usage and website browsing data to build a profile of that user’s behaviors.133

The most widespread injuries to privacy online today are the sweeping collection and use of personal data to profile and then target consumers based on what they read, where they go, who they interact with, and how likely they are to click or buy.134 These invasive practices violate the reasonable expectations of consumers and cause substantial injury. Consumers have a strong interest in the privacy and integrity of their personal data, including in who is collecting it, how much they are collecting, how they are using it, whether and to whom they are disclosing it, and how it is protected. Commercial surveillance systems rob consumers of their autonomy and also fuel other substantial harmful effects including reputational harms, discrimination, threats to physical safety, psychological harms, and economic loss.

133 A recent report by Congress found that “Google’s internal reports show that Google was tracking in real-time the average number of days users were active on any particular app, as well as their total time spent in first- and third-party apps.” Majority Staff of H. Subcomm. On Antitrust, Com. & Admin. L. of the H. Comm. on the Judiciary, 116th Cong., Investigation of Competition in Digital Markets 13 (2020), https://fm.cnbc.com/applications/cnbc.com/resources/editorialfiles/2020/10/06/investigation_of_competition_in_digital_markets_majority_staff_report_and_recommendations.pdf (internal citations omitted) [hereinafter Investigation of Competition in Digital Markets].
134 Consumer Reps. & EPIC, supra note 3 at 6.
This section first provides an overview of the systems that facilitate commercial surveillance online. Next, it addresses the substantial injuries that consumers suffer when businesses fail to limit the collection and use of their personal data to what is reasonably necessary to provide the goods or services that the consumer has requested, and describes how consumers cannot reasonably avoid the overcollection and misuse of their personal information. This section further explains how prevalent commercial surveillance practices do not provide benefits to consumers or competition that outweigh the substantial injuries to consumers’ privacy. Indeed, most of the convenience and efficiency benefits that consumers experience online can be provided by businesses that minimize the collection and use of personal data to what is reasonably necessary and proportionate to provide the goods and services that consumers request and expect. The Commission should prohibit businesses from collecting or using personal data beyond what is necessary to achieve the primary processing purposes for which it was collected, consistent with the average consumer’s expectations and with the context in which the data was collected.

Businesses that operate websites, apps, and other online services deploy a wide range of systems that automatically collect personal data, often without consumers’ knowledge. Other companies do not have any direct relationship with consumers and instead focus entirely on deploying systems to collect, store, sell, transfer, trade, and analyze data to profile and track consumers. These data brokers and other third parties involved in the surveillance economy sell profiles, personal data, and analytics services to advertisers, brand managers, publishers, and other entities for their own commercial (or other) purposes. In many cases, these profiles are used to target or shape customers’ experience of the websites and services they visit in ways that are entirely opaque to them. These profiles can alter what we see, what prices we pay, and whether we are able to find the information that we seek online (including information about job opportunities, health services, and relationships).

**Data collection is the initial stage of commercial surveillance systems, and it fuels harmful out-of-context secondary uses of personal data.** Much of the collection of personal data happens so routinely and automatically in the online
ecosystem that customers have little to no knowledge of its scope. Tracking systems are embedded in most websites, apps, and services and begin to collect information as soon as a consumer connects to a service. Indeed, with the increasing proliferation of “smart” devices in homes, offices, and other locations, the collection of personal data frequently happens even when customers aren’t intending to interact with an online service at all. And other activities like credit card purchases and even physical movements can be logged and tracked without the consumer’s awareness or control. These countless data points can be combined to reveal sensitive details about consumers and put them at risk of many harms, including discrimination, stalking, harassment, and government scrutiny.137

Personal data is generated and collected in several different ways during the course of consumers’ routine online and offline activities. First, personal data is generated and collected whenever a user loads content from a website, app, service, or connected device. Some of this data is necessary to request, route, and load content and services, but other data might be collected and stored even if it isn’t necessary to complete a consumer’s request. Second, data can be created and collected through interactions with and use of a website, app, service, or device. Some of this data is sent or generated by the user themself (e.g., search queries, messages, and profile updates), but other data might be collected based on what the user is doing and how they are interacting with the system (e.g., what they click on, how long they stay on a page, or even where their focus shifts). And third, data is collected and transferred to and from a broad range of sources by entities who have

no direct relationship to the consumer (e.g., data brokers, surveillance firms with cameras or embedded sensors, and government agencies).\[138\]

The next stage of these commercial surveillance systems is the linkage of collected data through identifiers used to track, profile, or target consumers across the online ecosystem. There are several widely used methods to link data collected about consumers online, including: known credentials/first party logins, unique device identifiers, third party tracking cookies, and device fingerprinting. Data about what consumers do online can be linked to them automatically if they are browsing a site or using an app or service that already knows them through an established login or known credential (e.g., e-mail address, phone number, or username), but there are many other ways that data can be linked even by unknown third parties. When data is collected about activities of a consumer using a computer or mobile device, any unique identifiers associated with that device might be used to link that data with other data sets or profiles about the consumer.\[139\] Web browsers use small files called “cookies” to store information about a user’s interactions with the sites they visit, and many firms engaged in commercial surveillance have used versions of these files commonly referred to as “third party tracking cookies” to collect information about what sites users are visiting.\[140\] And even when a user’s browser or device is configured to block these tracking cookies or to not broadcast unique identifiers, online entities can use information about the
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139 See Rebecca Smith, What Is IDFA and Why Is This iOS Update Important?, Mozilla (Apr. 26, 2021), https://blog.mozilla.org/en/internet-culture/mozilla-explains/turn-off-idfa-for-apps-apple-ios-14-5/; see also Thompson & Warzel, supra note 100 (“Location data is also collected and shared alongside a mobile advertising ID, a supposedly anonymous identifier about 30 digits long that allows advertisers and other businesses to tie activity together across apps. The ID is also used to combine location trails with other information like your name, home address, email, phone number or even an identifier tied to your Wi-Fi network.”).

140 Emily Stewart, Why Every Website Wants You to Accept Its Cookies, Vox (Dec. 10, 2019), https://www.vox.com/recode/2019/12/10/18656519/what-are-cookies-website-tracking-gdpr-privacy (“There are first-party cookies that are placed by the site you visit, and then there are third-party cookies, such as those placed by advertisers to see what you’re interested in and in turn serve you ads—even when you leave the original site you visited. (This is how ads follow you around the internet.)”); see Cookies on Mobile 101, IAB (Nov. 2013), https://www.iab.com/wp-content/uploads/2015/07/CookiesOnMobile101Final.pdf.
consumer’s computer configuration (e.g., operating system, browser, versions, etc.) as a sort of “fingerprint” to link their data across apps, sites, and services.\footnote{Chris Hauk, \textit{What Is Browser Fingerprinting? What It Is and How to Stop It.}, PixelPrivacy (Aug. 16, 2022), https://pixelprivacy.com/resources/browser-fingerprinting/ (“Browser fingerprinting is a powerful method that websites use to collect information about your browser type and version, as well as your operating system, active plugins, time zone, language, screen resolution and various other active settings.”).} For example:

**COMMERCIAL SURVEILLANCE AT WORK**

A consumer, Frank, goes to a news website, and the website has a third-party tracking cookie from a different and unrelated website that he visited earlier in the day. This cookie identifies him. Data about what he’s reading is transferred to a broker and is linked to other things he read that day. The third-party cookies embedded in the webpage automatically collect his personal information, including his location data, time zone, his operating system, his WiFi network, what links he clicks on, and his IP address, linking all of this information to him and his browser. This information is quickly transferred to data brokers or advertising networks which use this information to continue to add to the Frank’s already robust profile.

When another user, Alice, reads an article on a news app on their phone, the third-party ad plugins on the app are not able to link their activity based on their phone’s device ID because it has been disabled. But data brokers are able to link Alice’s unique device configuration fingerprint from another app where they were logged in, and now the information about what news articles they were reading is added to their profile and linked to their earlier browsing activities.

The next stage in the commercial surveillance process is the profiling, targeting, and sale of personal data or personal data analytics services. Consumers’ personal data can rapidly move through many different entities and be processed or sold for myriad purposes. The data brokers and analytics companies that transit in this personal data have no relationship with the consumer, and their processing purposes typically have nothing to do with the initial purpose for which the consumers’ data was collected. The scale of this profiling by data brokers is staggering. Even eight years ago, the Commission found that the data brokers it studied collected and stored data “on almost every U.S. household and commercial transaction,” and the Commission found that one of the largest data brokers had...
“information on 1.4 billion consumer transactions and over 700 billion aggregated data elements.”¹⁴²

Some of the companies operating in this space specialize in building or “enriching” consumer profiles, while others merely buy, combine, and sell data sets from many different sources. Many of these services are used by companies engaged in targeted advertising and marketing to identify audiences that fit within specified demographics or to find “look alike” audiences based on existing customer or target lists. The Commission has found that these data brokers “combine and analyze data about consumers to make inferences about them, including potentially sensitive inferences.”¹⁴³ The largest companies, like Acxiom and Oracle, offer a panoply of targeting and profiling tools. And the advertising platforms themselves, including Facebook and Google, also offer their own audience analytics tools. These companies profit off data harvested from consumer activities and transactions in ways entirely outside the expectations of consumers in their interactions with first-party businesses.

For example, the “Comprehensive Global Data and Insights” services that Acxiom sells provide a perfect snapshot of the breadth and depth of profiling and targeting in the commercial surveillance marketplace. The company’s descriptions of its services reveal how extensive its profiling is and the extensive reach of its personal data acquisitions:

- Build Precise Audiences: Tap into limitless combinations of high-quality data to create and distribute audiences to meet specific campaign needs. Use off-the-shelf packages or let Acxiom data experts help.
- Enrich First-Party Data: Enhance first-party files with third-party descriptive and predictive data. Better understand the needs, wants, and preferences of your audiences.
- Leverage Innovative Data: Pinpoint receptive audiences with new types of data including place-based signals, in-app behaviors, and online consumption.

¹⁴² FTC Data Broker Report, supra note 138, at iv.
¹⁴³ Id.
• Personicx Segmentation Solutions: Better understand and engage the modern customer. Group customers into similar segments based on specific behaviors and demographic characteristics.

• Predictive Audiences: Likely affinity and preferences. These ready-to-use predictive analytics enable you to deliver relevant messages.

• Top Data Packages: Captive audiences by Season or Interest. Acxiom offers the industry’s most comprehensive consumer data.\(^{144}\) The goal of these and other similar systems is to enable companies to track and target specific users based on what they watch, what they read, what they buy, who they know, and where they go. And data brokers are continually expanding their reach deeper and deeper into the private lives of individuals, especially as connected devices, services, and even audio and visual sensors become more prevalent on streets, in stores, in offices, and in homes. For example, The Trade Desk, which runs another large targeted advertising platform, promotes its “Connected TV” advertising platform as being able to “go beyond demographics and leverage first- and third-party data to reach your most valuable audiences on every screen.”\(^ {145}\) In this context, the consumer is given no agency and is forced to simply make do with the fact that their every move and reaction is being logged and used to target them with advertisements and other content that will follow them across devices, physical spaces, and contexts.

Some data brokers and companies involved in the trafficking of personal data claim that their activities do not implicate privacy because they are only handling “anonymized” data. Typically these claims do not hold up to even the most casual scrutiny, unless the company holds or processes only aggregate data sets processed to ensure robust deidentification.\(^ {146}\) Most data brokers are in the business of selling or offering use of targeted consumer profiles and thus intentionally maintain identifiable data sets. But even data brokers that trade in large or aggregate data sets likely have access to sufficient information that their systems can be used to re-


identify or link data to individuals across sets. One data point in isolation may not tell an advertiser much, but millions and millions of data points allow data brokers to link information to individual consumers.

One of the largest systems of commercial surveillance, tracking, and profiling is the online advertising process known as real-time bidding (RTB). This is the “process by which the digital ads we see every day are curated.” The IAB has explained how ubiquitous this process is: there is “not a single website publisher, mobile app, or advertising brand today that doesn’t participate in real-time systems for buying or delivering personalized ads to consumers.” RTB systems rapidly relay information about consumers to facilitate auctions that sell digital ad space in real time. “The hundreds of participants in these auctions receive sensitive information about the potential recipient of the ad—device identifiers and cookies, location data, IP addresses, and unique demographic and biometric information such as age and gender.” This “bidstream” data flows to hundreds of entities (including domestic and foreign entities that have no intention of actually serving ads) and are used to “compile exhaustive dossiers about” consumers that “include their web browsing, location, and other data, which are then sold by data brokers to hedge funds, political campaigns, and even to the government without court
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151 Id.
orders.” 152 Companies have used this bidstream data to violate Americans’ privacy on a massive scale and have even used it to profile “participants [in] Black Lives Matter protests” and to track “Americans who visited places of worship and then built religious profiles based on that information.” 153

The collection, sale, and use of personal data for targeted advertising and consumer profiling causes substantial injury to consumers. Privacy harms typically fall within one of seven categories, as explained by Professors Danielle Citron and Daniel Solove in their recent (aptly named) article Privacy Harms. Those categories are:

- (1) physical harms;
- (2) economic harms;
- (3) reputational harms;
- (4) psychological harms;
- (5) autonomy harms;
- (6) discrimination harms; and
- (7) relationship harms. 154

Out-of-context secondary uses of personal data by businesses involved in targeted advertising, consumer profiling, and other commercial surveillance practices can cause harm across all these categories, providing a basis for a finding of substantial injury.

The most direct privacy harms caused by out-of-context secondary uses are harms to autonomy. The collection and use of personal data for targeting and profiling purposes inconsistent with the context in which the data was initially collected from the consumer is a violation of “contextual integrity” that fundamentally deprives the individual of autonomy over their data. Consumer autonomy is also lost when consumers’ reasonable expectations are thwarted, when individuals are subject to manipulation, or when data collection practices deprive consumers of control over their own data. 155 Targeted advertising and consumer profiling systems infringe on consumer autonomy across all these sub-categories.

152 Id.

153 Id.

154 Citron & Solove, supra note 18, at 831.

155 Solove & Citron, supra note 154, at 845–46.
When a consumer expects that their data will be used in a specific context for a limited purpose, and companies instead use, retain, transfer, or sell that data for an unrelated purpose, that is a substantial injury to an individual’s contextual integrity and autonomy. As Professors Citron & Solove have explained,

Privacy harms are highly contextual, with the harm depending upon how the data is used, what data is involved, and how the data might be combined with other data. Sharing an innocuous piece of data with another company might provide a key link to other data or allow for certain inferences to be made.\textsuperscript{156}

The scholar who pioneered the term “contextual integrity,” Professor Helen Nissenbaum, has explained that purpose limitations should be focused on the nature and context in which personal data was collected and has argued that access to intimate, sensitive, or confidential information should be restricted.\textsuperscript{157} Specifically, Professor Nissenbaum has argued that “context-relative information norms” should govern the flow of personal information in order to protect people from harm and balance power distribution.\textsuperscript{158} In other words, personal information shared to ensure that an item is delivered to a customer is an appropriate data flow. In contrast, sensitive information that is collected and shared with advertisers that inform a teenager’s father that she is pregnant before she has told him is an inappropriate data flow because it violates the context in which the teenager searched for

\begin{footnotes}
\item[156] Solove & Citron, supra note 154, at 818.
\item[157] Helen Nissenbaum, Symposium, Privacy as Contextual Integrity, 79 Wash. L. Rev. 119, 128 (2004), https://digitalcommons.law.uw.edu/wlr/vol79/iss1/10 (“In the United States legal landscape, sensitive information is accorded special recognition through a series of key privacy statutes that impose restrictions on explicitly identified categories of sensitive information. Examples include the Family Educational Rights and Privacy Act of 1974, which recognizes information about students as deserving protection; the Right to Financial Privacy Act of 1978, which accords special status to information about people’s financial holdings; the Video Privacy Protection Act of 1988, which protects against unconstrained dissemination of video rental records; and the Health Insurance Portability and Accountability Act of 1996 (HIPAA), which set a deadline for adoption of privacy rules governing health and medical information by the U.S. Department of Health and Human Services. Further, the common law recognizes a tort of privacy invasion in cases where there has been a “[p]ublic disclosure of embarrassing private facts about the plaintiff” or an “[i]ntrusion ... into [the plaintiffs] private affairs. Similar thoughts were expressed by Samuel D. Warren and Louis D. Brandeis, who were specifically concerned with protecting information about “the private life, habits, acts, and relations of an individual.”) (footnotes omitted).
\end{footnotes}
information.\textsuperscript{159} Data from person’s purchase history of certain supplements and lotions that enters a “pregnancy-prediction model” is a contextual integrity violation because it violates norms that a person expects when making such purchases.\textsuperscript{160}

Consumers should be able to use their devices and apps and browse the internet without fear that every click will be added to a profile and used to push them towards buying something. Commercial surveillance entities surreptitiously monitor consumers’ browsing and purchasing habits, then use them to infer sensitive personal characteristics and modify consumer behavior. For example:


\textsuperscript{160} \textit{Id.} (“Take a fictional Target shopper named Jenny Ward, who is 23, lives in Atlanta and in March bought cocoa-butter lotion, a purse large enough to double as a diaper bag, zinc and magnesium supplements and a bright blue rug. There’s, say, an 87 percent chance that she’s pregnant and that her delivery date is sometime in late August. What’s more, because of the data attached to her Guest ID number, Target knows how to trigger Jenny’s habits. They know that if she receives a coupon via e-mail, it will most likely cue her to buy online. They know that if she receives an ad in the mail on Friday, she frequently uses it on a weekend trip to the store. And they know that if they reward her with a printed receipt that entitles her to a free cup of Starbucks coffee, she’ll use it when she comes back again.”).
COMMERCIAL SURVEILLANCE AT WORK

If a consumer, call her Ronna, decides to shop online for a new bag to use for different personal, professional, and parental tasks, she would likely start by searching for relevant reviews, product listings, and promotions. Each website she visits is providing a specific type of content or service, and some may ask her to register for promotional updates and offers. Many of the sites would be ad-supported, and Ronna would likely expect to see advertisements for shoes and similar items on the pages where she is reading reviews or listings about those products. But Ronna likely does not expect or know that her browsing habits are being logged and used to build and “enrich” profiles held by many different data brokers, as they attempt to fit her into categories based on her age range, level of affluence, frequency of online activity, and family status.161 These categories, along with data about the specific products and sites she has been visiting, would then be used to target her with ads across other websites and services. She might keep seeing the same bag that was promoted on one of the pages that she visited, its image popping up in ads on news websites and other pages she visits for work, or even in the apps that she uses to manage her infant son’s sleep schedule.

Then when she mentions to her friend Sam that she had been shopping for a new bag recently, Sam does a quick search on his phone to look for a recent review and (unbeknownst to Sam) sees an advertisement for the same bag that has been stalking Ronna across all her devices. The data brokers analyzing the personal data collected from both Ronna and Sam’s browsing had noticed that they were located in the same place and were linked on social media, and the company marketing the product had automatically targeted individuals linked to or likely to influence other potential customers. When Sam mentions the product during his conversation with Ronna, she mistakenly thinks that her friend is recommending something to her based on his own knowledge, but it is all based on the coercive targeting that has happened without her knowledge and outside of her control.

These types of manipulative practices cause not only violations to contextual integrity, but also thwarted expectations. As Ryan Calo has explained, “the harm caused by thwarted expectations involves the undermining of people’s choices, such as breaking promises made about the collection, use, and disclosure of personal data. Thwarted expectations is an autonomy harm because it results in people’s inability to make choices in accordance with their preferences.”162 In a more traditional sales transaction, for example, a consumer would contact a seller to buy a
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162 Solove & Citron, supra note 154, at 849.
good and provide the seller their payment information, contact information, and shipping information in order to effectuate the sale. The consumer might expect that this information would be sent to a third-party payment processor and the third-party shipping provider to receive the item that they purchased. In today’s surveillance economy, that consumer’s information is instantly collected, passed down the data stream, and used to build a profile on the consumer. This practice contradicts the expectation of the consumer and undermines the consumer’s trust and autonomy, causing a substantial injury.

**Manipulation is harmful because it can make a consumer the instrument of another’s will, violating their autonomy or offending their dignity by failing to treat the consumer with respect.**\(^{163}\) Solove and Citron have compiled several reasons why manipulation is harmful.\(^{164}\) Manipulation causes subjective privacy harms when “the consumer has a vague sense that information is being collected and used to her disadvantage, but never truly knows how or when.”\(^{165}\) It might cause objective privacy harms when a firm uses a consumer’s personal information to extract as much rent as possible.\(^{166}\) Manipulation is also is harmful because it impairs a consumer’s process of choosing, subjecting them to the influence of third parties.\(^{167}\) Manipulation is more than an individual harm; it can also create societal harm. For example, the Cambridge Analytica incident involved the use of personal data on a mass scale to influence people’s decisions in the 2016 U.S. presidential election and in the United Kingdom’s vote for Brexit.\(^{168}\)

**Out-of-context secondary uses also substantially injure consumers’ autonomy by depriving them of control over their personal information.** “Lack of control involves the inability to make certain choices about one’s personal data or to
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\(^{164}\) Id. at 847.


\(^{166}\) Id.


be able to curtail certain uses of the data.” This constitutes an injury because it diminishes a consumer’s ability to manage risk to the security of their information and denies them the ability to limit its downstream uses. The loss of control poses special concerns for sensitive data about individual consumers’ finances, health, intimate relationships, and precise location. Consumers lack control over data that is collected without their knowledge. They also lack control over data that they knowingly provide to a company for a limited purpose because they have no practical ability to prevent the repurposing of that data by the company or other entities in the online ecosystem.

The practice of overcollection of consumers’ personal information also injures a consumer’s autonomy because they reasonably expect collection for a specific purpose but lack control of their information once it has been collected. This overcollection causes harm because it leads to data being used or changing hands downstream and falling out of consumer control. The Commission has tried for over a decade to require Facebook to give consumers’ control over their own data, to no avail. In its recent lawsuit against Kochava, the Commission identified the company’s lack of meaningful access controls on its location data feed as causing injury. The Commission wrote:

[Consumers] do not know who has collected their location data and how it is being used. Indeed, once information is collected about consumers from their mobile devices, the information can be sold multiple times to companies that consumers have never heard of and never interacted with. Consumers have no insight into how this data is used—they do not, for example, typically know or understand that the information collected about them can be used to track and map their past movements and that inferences about them and their behaviors will be drawn from
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169 Solove & Citron, supra note 154, at 853.
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this information. Consumers are therefore unable to take reasonable steps to avoid the above-described injuries.\textsuperscript{173}

Noting that Kochava employed no technical controls to limit or prohibit its customers from identifying consumers or tracking their locations, the Commission alleged that these practices caused or were likely to cause substantial injuries to consumers, including “exposure to stigma, discrimination, physical violence, emotional distress, and other harms.”\textsuperscript{174} Overcollection and the failure to delete data when it is no longer needed can also cause injury to consumers due to lack of control resulting from mergers and acquisitions. For example:

\begin{quote}
\textbf{COMMERCIAL SURVEILLANCE AT WORK}

Last year Blackstone, a large private equity firm acquired Ancestry, a direct-to-consumer genetic testing company, rightfully worrying consumers that such a firm would have access to their DNA. While Blackstone has claimed that it will not access user DNA,\textsuperscript{175} there are plenty of other valuable data points that it now owns. Blackstone could also change that plan at any time. The original purpose for which the consumer’s information was collected was to provide them with their genetic information and family tree, and those purposes are entirely unrelated to Blackstone. Ultimately, Blackstone could unilaterally change its policies and access or use customers’ DNA information for any commercial or other purpose with no clear mechanism for customers to prevent that.
\end{quote}

This demonstrates that overcollection of personal data in itself is harmful, even before it is used for an out-of-context secondary purpose.

As Professors Citron and Solove have explained, “autonomy harms involve restricting, undermining, inhibiting, or unduly influencing people’s choices. People are prevented from making choices that advance their preferences. People are either directly denied the freedom to decide or are tricked into thinking that they are freely

\begin{itemize}
\item \textsuperscript{174} Id. at 7–9.
\end{itemize}
making choices when they are not.”176 When consumers are denied autonomy over their personal data, we are denied the ability to “determine and express our identities, by ourselves and with others, but ultimately—and essentially—on our own terms.”177 Harms to autonomy cause substantial injury to consumers.

Commercial surveillance also leads to discrimination harms, which are particularly nefarious because they often hide behind opaque data practices. Targeting and profiling systems are designed to divide, segment, and score individuals based on their characteristics, their demographics, and their behaviors. In many cases, this means that consumers are sorted and scored in ways that reflect and entrench systematic biases. “[C]onsumers of color continue to receive worse treatment and experience unequal access to goods and services due to discriminatory algorithms and exploitative data practices.”178 For example, targeted advertising reinforces discrimination against marginalized and vulnerable groups of individuals and deprives those individuals of equal access to information about employment, housing, educational, credit, and other economic opportunities.179 Facebook has faced allegations of advertising discrimination on its platform, including several lawsuits. In 2019, the Department of Housing and Urban Development sued Facebook for engaging in housing discrimination by allowing advertisers to control which users saw ads based on characteristics like race, religion, or national origin.180 In 2022, Facebook settled a related lawsuit with the Department of Justice, agreeing to change its ad delivery system.181 Yet studies have

178 David Brody Testimony, supra note 18, at 5.
shown that an advertiser can still create discriminatory ads without explicitly targeting based on protected characteristics due to the extensive amount of personal information that ad platforms have collected about their users.\textsuperscript{182}

In addition to harms to autonomy and discrimination harms, a number of the other harms identified by Citron and Solove are also implicated by commercial surveillance, including physical, economic, reputational, psychological, and relationship harms. Physical harms include stalking, assault, rape, and murder, which all courts recognize as injuries in both the civil and criminal context.\textsuperscript{183} Doxing can be found to be a physical harm.\textsuperscript{184} Courts have also recognized economic harms stemming from a privacy violation where a heightened risk of identity theft results in financial loss.\textsuperscript{185} The expansive collection, transfer, and storage of personal data to feed commercial surveillance systems increases the risk of data breaches and the resulting injuries that are caused by those incidents. Companies that stockpile and retain personal data for longer than is reasonably necessary place that data at risk of breach. These comments discuss issues of data security in further detail in section 6 and propose rules that complement the data minimization rules proposed in this section.

Reputational harms have a long history of judicial recognition through tort claims of libel, false light, defamation, and slander.\textsuperscript{186} Misuse of personal data can also cause psychological harms in the form of emotional distress and disturbance spanning from annoyance to anger and can ultimately “impeded someone’s life as much as certain physical injuries.” Some examples include doxing, threats or harassment online, and fear of exposure or misuse of sensitive data including

\textsuperscript{182} Till Speicher, Potential for Discrimination in Online Targeted Advertising, Proceedings of the 1st Conference on Fairness, Accountability and Transparency, 81 Proc. Mach. Learning Rsch. 5 (2018), https://proceedings.mlr.press/v81/speicher18a.html ("The potential for discrimination in targeted advertising arises from the ability of an advertiser to use the extensive personal (demographic, behavioral, and interests) data that ad platforms gather about their users to target their ads. An intentionally malicious — or unintentionally ignorant — advertiser could leverage such data to preferentially target (i.e., include or exclude from targeting) users belonging to certain sensitive social groups (e.g., minority race, religion, or sexual orientation).").

\textsuperscript{183} See Solove & Citron, supra note 154, at 831–43.

\textsuperscript{184} See id. at 834.

\textsuperscript{185} See id. at 835–36.

\textsuperscript{186} See id. at 837–41.
intimate images.\textsuperscript{187} Relationship harms in the privacy context can result from the loss of longer-term confidentiality, and in the shorter term “damage to the trust that is essential for the relationship to continue.”\textsuperscript{188} Finally, “[p]rivacy violations can harm personal and professional relationships as well as relationships with organizations.”\textsuperscript{189}

In addition to these harms caused by commercial surveillance and out-of-context secondary uses generally, there are some harms that are specific to certain types of data collection and use. This includes location data, which is particularly sensitive, and the sale of data to law enforcement without a warrant or other legal predicate.

Unauthorized secondary use of location data is particularly harmful because it can reveal someone’s physical location, both in real time and historically. This can expose an individual to stalking and other physical threats, as well as doxing. Location data can reveal sensitive information about a person’s day to day activities, including whether a person goes to an abortion clinic, an AA meeting, or a certain place of worship. Often, location data is available to purchase for a nominal fee, causing significant harm. For example, last year a Catholic priest was outed when a vendor sold his commercially available location data to a news outlet.\textsuperscript{190} The U.S. military purchased location data collected from Muslim prayer apps in order to monitor Muslim communities.\textsuperscript{191} The U.S. Department of Immigration and Customs Enforcement purchases sensitive personal information to surveil immigrants and carry out deportations.\textsuperscript{192}

\textsuperscript{187} Id. at 841–42.
\textsuperscript{188} Id. at 859.
\textsuperscript{189} Id. For a more detailed overview, please see the Privacy Harms in Appendix 1.
Victims of domestic violence or stalking live in fear that their abusers or stalkers will purchase their location information for a nominal price. In 2014, a Congressional investigation uncovered the significant harms that unauthorized uses of location data poses to domestic violence victims. There is a common risk that domestic violence victims will be stalked, and “stalking is often a precursor to other forms of violence.” There have already been several instances where an abuser used his victim’s location data from a stalking app to harm her, including one instance where an abuser used his victim’s precise location information from her cell phone and followed her 700 miles away to a shelter where he assaulted and strangled her. In 2019, it was reported that major phone companies sold access to

193 Brian Pia, Domestic Violence Victim Speaks Out Against Online Data Brokers, ABC 33/40 News (Oct. 27, 2017), https://abc3340.com/news/abc-3340-news-iteam/domestic-violence-victim-speaks-out-against-online-data-brokers (“‘Well, it’s a very dangerous situation that puts victims and survivors in imminent danger,’ Nunn said. ‘Because that information is out there on various public websites, or those that you can pay a fee and obtain information.’”).

194 The Location Privacy Protection Act of 2014: Hearing Before the Subcomm. on Privacy, Technology and the Law of the S. Comm. on the Judiciary, 113th Cong. 6 (2014), https://www.govinfo.gov/content/pkg/CHRG-113shrg97739/pdf/CHRG-113shrg97739.pdf (Statement of Jessica Rich, Director, Bureau of Consumer Protection, Federal Trade Commission) (“At the same time, the increasing collection, use, and disclosure of this data presents serious privacy concerns. For this reason, the Commission considers precise geolocation data to be sensitive, warranting opt-in consent prior to collection from a consumer’s mobile device. Why is this data so sensitive? A device’s geolocation can reveal consumers’ movements in real time and over time and, thus, divulge intimate personal details about them, such as the doctor’s office they visit, how often they go, their place of worship, and when and what route their kids walk to school in the morning and return home in the afternoon. This data can be accessed and used in many ways consumers do not expect, for example, collected through stalking apps, sold to third parties for unspecified uses, paired with other data to build detailed profiles of consumers’ activities, or stolen by hackers. The risks to consumer range from unwanted tracking to threats to personal safety.”).

195 Id.

196 Id. at 2 (“The Minnesota Coalition for Battered Women submitted testimony about a northern Minnesota woman who was the victim of domestic violence—and the victim of one of these stalking apps. This victim had decided to get help. And so she went to a domestic violence program located in a county building. She got to the building, and within 5 minutes, she got a text from her abuser asking her why she was in the county building. The woman was terrified. And so an advocate took her to the courthouse to get a restraining order. As soon as she filed for the order, she got a second text from her abuser asking her why she was at the county courthouse and whether she was getting a restraining order against him. They later figured out that she was being tracked through a stalking app installed in her phone. This does not just happen in Minnesota. A national study conducted by the National Network to End Domestic Violence found that 72 percent of victim services programs across the country had seen victims who were tracked through a stalking app or a standalone GPS
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their customers’ location data, “and that data is ending up in the hands of bounty
hunters and others not authorized to possess it, letting them track most phones in
the country.” 197 A bad actor does not need to install a stalkerware app or device or
place a GPS tracking device on their victim’s car to locate them in real time. Instead,
a bad actor needs only to purchase data from a telecom company or data broker
directly. This poses a unique threat to the physical safety and wellbeing of
individuals.

Another out-of-context secondary use of personal data that causes substantial
injury is the sale of data to law enforcement without a warrant or other legal
predicate. Unlike private companies, these agencies use personal data to enable their
exercise of coercive power—including the ability to track, arrest, deport, incarcerate,
and even use lethal force. 198 It is for precisely this reason that law enforcement
authorities’ ability to collect personal data has been traditionally bound by
constitutional restraints like the Fourth Amendment’s warrant requirement or

device. Without objection, I will add to the record the accounts of a few other victims. Here is one
from a victim in Illinois. She was living in Kansas with her abuser. She fled to Elgin, Illinois, a town
three States away. She did not know that the whole time her cell phone was transmitting her precise
location to her abuser. He drove the 700 miles to Elgin. He tracked her to a shelter and then to the
home of her friend, where he assaulted her and tried to strangle her. Here is one from a victim in
Scottsdale, Arizona. Her husband and she were going through a divorce. Her husband tracked her
for over a month through her cell phone. Eventually, he murdered their two children in a rage.

197 Joseph Cox, I Gave a Bounty Hunter $300. Then He Located Our Phone, Vice (Jan. 8, 2019),
https://www.vice.com/en/article/nepxbz/i-gave-a-bounty-hunter-300-dollars-located-phone-
microbilt-zumigo-tmobile (Although many users may be unaware of the practice, telecom
companies in the United States sell access to their customers’ location data to other companies,
called location aggregators, who then sell it to specific clients and industries. Last year, one location
 aggregator called LocationSmart faced harsh criticism for selling data that ultimately ended up in
the hands of Securus, a company which provided phone tracking to low level enforcement without
requiring a warrant. LocationSmart also exposed the very data it was selling through a buggy
website panel, meaning anyone could geolocate nearly any phone in the United States at a click of a
mouse.

198 See Dana Khabbaz, EPIC, DHS’s Data Reservoir: ICE and CBP’s Capture and Circulation of Location
Report-Aug2022.pdf (detailing how DHS uses location data surveillance tools to enable its
operations).
statutory regimes like the Electronic Communications Privacy Act, the Stored Communications Act, or the Foreign Intelligence Surveillance Act.\textsuperscript{199}

However, as private companies have stockpiled more personal data—and more invasive types of personal data—law enforcement authorities have increasingly relied on the private sector as a conduit through which it can obtain information without traditional legal process.\textsuperscript{200} While the Supreme Court has acknowledged the potential for total or near perfect surveillance using many of these types of personal data,\textsuperscript{201} constitutional protections have been interpreted narrowly, only applying where the government \textit{compels} disclosure of certain information, and therefore do not protect against scenarios where private companies either sell or otherwise voluntarily disclose information to law enforcement authorities.\textsuperscript{202}

By enabling government authorities to circumvent these traditional restrictions, data brokers work to cause substantial injury to consumers and the public writ large. Government data purchases tend to amplify over-policing and further biased and discriminatory law enforcement.\textsuperscript{203} Indeed, as EPIC has argued, when that surveillance and information dissemination targets already marginalized populations like immigrants and migrants, the consequences are all the graver—making these populations vulnerable to a disproportionate amount of policing.


confinement, and control.\textsuperscript{204} Further, government purchases of particular types of data—such as data from facial recognition tools—raise serious civil rights concerns, including misidentification of people of color for crimes with which they have no association.\textsuperscript{205} As state governments pass strict anti-abortion legislation, the harms arising from government data purchases will only grow.\textsuperscript{206}

Finally, government data purchases enable abusive policing practices. Law enforcement, military, and intelligence agency employees have repeatedly been found to abuse their access to government databases for personal reasons, including stalking romantic partners, business associates, journalists, and others.\textsuperscript{207} The same is true where these agencies have purchased data from the private sector without any legal process. For example:

- Several law enforcement officers used their access to a law enforcement tool operated by Securus Technologies to track individuals they knew—including other officers, acquaintances, and a judge—using cell phone location data.\textsuperscript{208}

- Bryan Wilson, a former Louisville police officer, used his law enforcement access to Accurint, a data-combing software, to obtain personal data of young

\textsuperscript{204} Khabbaz, supra note 198, at 36.


\textsuperscript{206} See Sara Geoghegan & Dana Khabbaz, Reproductive Privacy in the Age of Surveillance Capitalism, EPIC (July 7, 2022), https://epic.org/reproductive-privacy-in-the-age-of-surveillance-capitalism/ (“Police and government agencies today have unprecedented access to sophisticated and invasive surveillance tools that they can use to enforce abortion bans.”).


women. Wilson then passed that information to a hacker who would hack into the women’s private Snapchat accounts to obtain sexually explicit photos and videos. Wilson would then threaten the young women with disclosure of those photos and videos unless the young women provided him with more sexually explicit material.

Without significant guardrails governing the collection and use of personal data, these patterns of abuse will only continue.

**The average consumer cannot reasonably avoid businesses that engage in harmful out-of-context secondary uses of their personal data.** Data collection is an integral part of the systems that enable consumers to browse websites and interact with online services and mobile apps. The underlying data collection and processing mechanisms are not controlled by or even visible to the average user. As long as businesses are only collecting the data necessary to provide consumers with the goods and services they have requested, that invisible data processing is not generally a cause for concern. But the average consumer has no way to control what data businesses collect about them as they browse the web or use mobile apps, and they certainly do not have a way to prevent those businesses from selling that data once they have collected it or using it for out-of-context secondary purposes like profiling and targeting.

Indeed, the only way that the average user today could “avoid” most of the tracking and profiling of their searches, site visits, use of apps, and purchases would be to stop using internet connected devices altogether. But in 2022 it is not at all reasonable to suggest that a consumer can avoid using connected apps and services. Indeed, 90% of consumers said that the internet was “essential or important” during first year of pandemic, and the average consumer spends nearly seven hours
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online daily.\textsuperscript{213} A 2021 Commission report found that one ISP alone had 370 million consumer relationships and that another ISP served one trillion ad requests monthly.\textsuperscript{214} A 2021 report showed that 85\% of Americans owned a smartphone, an increase from 35\% in 2011.\textsuperscript{215} That statistic is likely even higher now as the COVID-19 pandemic has driven increased adoption of connected devices like smartphones.

Not only is internet use ubiquitous, it is essential to activities and interactions that are necessary in our modern society. Education, checking one’s voter registration, employment, housing, banking, insurance, and other vital civic actions may all take place online. For example, each child needs to attend school to obtain an education, and internet use plays an important role in learning. It has been reported that “[e]ven though the vast majority of students are back to attending school in person, they still need reliable home internet to fully participate in their education, whether it be completing homework assignments, getting virtual tutoring, or attending remote classes during inclement weather.”\textsuperscript{216} Similarly, internet use in the employment context is widespread and, in many cases, an essential part of working or seeking work. In a 2017, the U.S. Bureau of Labor Statistics stated that the online job search was “the most popular method of jobhunting,”\textsuperscript{217} and it is likely dramatically more popular in 2022 given increased digitization of services during the COVID-19 pandemic. Employment is a vital part

\begin{itemize}
\item \textsuperscript{213} Simon Kemp, Digital 2021 April Global Statshot Report, Data Reportal (Apr. 21, 2021), https://datareportal.com/reports/digital-2021-april-global-statshot.
\item \textsuperscript{216} Arianna Prothero, Fewer Districts Are Providing Home Internet Access, But Students Still Need It, EducationWeek (Sept. 30, 2022) https://www.edweek.org/technology/fewer-districts-are-providing-home-internet-access-but-students-still-need-it/2022/09.
\item \textsuperscript{217} Richard Hernandez, Online Job Search: The New Normal, U.S. Bureau of Lab. Monthly Lab. Rev. (Feb. 2017), https://www.bls.gov/opub/mlr/2017/beyond-bls/pdf/online-job-search-the-new-normal.pdf (“As more households acquired Internet access, more jobseekers began primarily performing job searches online. In 2000, 25.5 percent of unemployed jobseekers used the Internet to search for a job. That figure rose to 76.3 percent in 2011, as more individuals gained access to the Internet at home (39.4 percent in 2000 compared with 71.0 percent in 2011). Jobseekers using OJS in 2011 had about a 25 percent greater chance of finding a job within a year than jobseekers who used traditional methods in 2000.”).
of participating in our society, and the average consumer cannot avoid unfair data collection if they need to apply for a job online.

There are countless ways that consumers rely on online services such as search engines, blogs, forums, reservation portals, and other sites and apps to carry out their daily tasks. And consumers should not subject to unwanted commercial surveillance in the course of these day-to-day activities. For example:

COMMERCIAL SURVEILLANCE AT WORK

A woman applies online to a job located in Washington, DC, from her home in Chicago, IL. She receives an offer and moves to Washington, DC but is unfamiliar with the city. She will likely research neighborhoods online and apply for her apartment online. As soon as she searches, she receives advertisements for airline tickets for a trip to DC and other destinations—this in an out of context use. She will continue to see these advertisements after she has signed her lease and moved.

Perhaps she needs a physician in the area and searches for a local provider online using a healthcare search site. She might reasonably assume that everything she searches for on the healthcare search site will be protected and limited in the same way as her interactions with her doctor would be, but unbeknownst to her that site only complies with stricter health privacy requirements for data collected as part of providing specific services to a healthcare provider. In reality, the healthcare search site discloses information about her device, her geolocation data, her contact information, her demographics, and her searches for healthcare providers to “ad networks” and “analytics partners.” She can then be targeted and profiled by these unknown third-party businesses, which is an out-of-context secondary use of her sensitive personal information.

Many basic and necessary tasks require internet use. On any given day, a consumer might need to apply for her library card, buy new furniture, or email her mother. These simple activities, which are necessary for her to fully participate in our economy and society, require her to use online services or apps, which in turn means that her data will be collected and used in out-of-context ways. Many public benefits and programs also increasingly rely on digitized services. A consumer cannot reasonably work, travel, learn, interact with local government services, or participate in the economy without the internet. In 2022, people attend weddings, etc.

funerals, and religious events and connect with loved ones on the internet. One should not have to choose between attending such personal events and having their privacy protected.

Many companies will likely argue that consumers should install special software or individually configure “privacy” settings on websites to prevent the collection of information that they do not want to be used. But it is critical that the Commission analyze the proposed rulemaking from the perspective of the average internet user, not the most technology savvy user with unlimited time to spend learning about ways they might be able to block certain tracking. It is the businesses who wish to collect and process personal data that should bear the burden of ensuring that their data processing is minimized to what is necessary and proportionate to accomplish the primary processing purposes.

The average internet user does not understand how their devices operate or how they collect data. Often, consumers express a desire to protect their privacy, but consumers rarely understand the internet or data security well enough to do so. For example, 81% of Americans believe that the potential risks of data collection by companies outweigh the benefits, “78% of U.S. adults say they understand very little or nothing about what the government does with the data it collects, and 59% say the same about the data companies collect.” In 2017, Pew Research found that “Despite the risk-reducing impact of good cybersecurity habits and the prevalence of cyberattacks on institutions and individuals alike, . . . many Americans are unclear about some key cybersecurity topics, terms and concepts.”
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219 Brooke Auxier et al., Americans and Privacy: Concerned, Confused and Feeling Lack of Control Over Their Personal Information, Pew Rsch. Ctr. (Nov. 15, 2019), https://www.pewresearch.org/internet/2019/11/15/americans-and-privacy-concerned-confused-and-feeling-lack-of-control-over-their-personal-information/ (“But even as the public expresses worry about various aspects of their digital privacy, many Americans acknowledge that they are not always diligent about paying attention to the privacy policies and terms of service they regularly encounter.”).

It is particularly unreasonable for companies to argue that individuals should take steps to protect their privacy when these companies have shown that even they don’t fully understand how their systems operate or where users’ personal data is going. For example, Facebook engineers acknowledged earlier this year that the company does “not have an adequate level of control and explainability over how our systems use data, and thus we can’t confidently make controlled policy changes or external commitments such as ‘we will not use X data for Y purpose.’ And yet, this is exactly what regulators expect us to do, increasing our risk of mistakes and misrepresentation.”\(^{221}\) If one of the largest tech companies in the world does not understand where consumer information goes or how they are using it, then the average internet user cannot reasonably be expected to understand those processes such that she may make an informed decision about them to protect her privacy. This underscores the harms caused by indefinite data retention periods. The Commission should require that companies only retain data as long as reasonably necessary to effectuate the purpose for which the data was collected, with certain limited exceptions.

The Commission should promulgate a rule that protects the average internet user, consistent with its mission. The Commission must protect all consumers, regardless of their tech or internet literacy. While there may be steps a sophisticated internet user may take to protect their privacy, a consumer should not have to understand the complicated internet ecosystem in order to prevent substantial privacy injuries. The Commission promulgated the Eyeglass Rule using its section 5 unfairness authority to protect all consumers who needed eyeglass prescriptions. Perhaps there were some consumers who received their prescriptions and were able to relay their prescription to an eyeglass maker without needing a copy of the

\(^{221}\) Franceschi-Bicchierai, supra note 172.
prescription, thus they did not need the Eyeglass Rule to protect them. However, the Commission upheld its mandate to protect all consumers, regardless of their level of understanding of optometry and eyeglass prescriptions. The Commission should similarly promulgate a rule that protects all consumers, regardless of their understanding of a complex digital ecosystem.

The harms from unfair secondary uses of personal data are not outweighed by countervailing benefits to consumers or competition. One of the fundamental principles of privacy and data protection law—recognized and enshrined in many international and global standards—is that processing should be limited to what is necessary to accomplish the purpose for which the data was collected and that any interference with privacy must be proportionate to the broader public interests at stake.222 Applying this standard to secondary data uses would be consistent with the Commission’s unfairness authority because uses that violate the necessary and proportionate standard would not offer countervailing benefits to consumers or competition that outweigh the injury to privacy caused by the processing.

There are certainly uses of personal data that do provide benefits to consumers, but most of them fall within the primary purpose for which the data was collected or are consistent with the context and reasonable expectations of the consumers. There are other routine uses of data, such as for fraud prevention, spam filtering, business administration, and product improvement that are clearly necessary to provide goods and services to consumers. And for other secondary uses of data, including those that arise in the business-to-business context, the question should be whether that processing is necessary to serve the interests of the individuals to whom the personal data pertains or, if not, whether the benefits of the processing are proportionate to the intrusion.

For example, an internal phone or e-mail directory at a large company contains the personal data of all of its employees, and processing is necessary to ensure that they can communicate with each other. This processing clearly benefits the individual employees even though they are not the “customers” of the service,

and the use of their names and contact details in this limited way is proportionate to any minor intrusion on their privacy caused by the collection. Other secondary uses limited to what data a business is legally obligated to process or disclose, or limited to what is necessary in emergency circumstances involving a bona fide risk to death or serious physical injury, are clearly proportionate given that the business has no choice but to fulfill those obligations. But it is still necessary to evaluate the extent to which the business retains personal information, because the improper retention of personal data beyond what is necessary can cause significant harm to consumers if the business is later subject to a legal order to disclose that information against the interests of the individual.

The more complicated secondary use cases to evaluate under the necessary and proportionate standard are those involving peer-reviewed scientific, historical, or other statistical research. Such research uses are typically in the public interest, but they are not necessary for the underlying purpose for which the consumer’s data was processed; the question therefore turns on whether the public interest in the research outweighs the infringement of the individuals’ privacy and, relatedly, the extent to which the use of personal data has been minimized to the greatest extent possible to fulfill the research purpose. Any unfairness rule limiting out-of-context secondary uses of data should account for these special categories of secondary uses and provide a framework for their evaluation.

Businesses involved in the commercial surveillance industry will likely argue that their ability to compete in that marketplace by collecting, buying, selling, and analyzing personal data benefits competition and should weigh against a strong privacy rule. But there is substantial evidence that, contrary to providing benefits to competition, the proliferation of consumer targeting and profiling has led to greater consolidation of power among a few large entities and has driven an expansion in invasive business practices that have also extracted an increasing amount from publishers and small businesses. When a handful of tech companies control most of the data and the ad space, there are few if any benefits to competition. The House Subcommittee on Antitrust, Commercial and Administrative Law of the Judiciary Committee found in its 2020 Report that “Over the past decade, the digital economy
has become highly concentrated and prone to monopolization.” For years, it was reported that Facebook and Google had a duopoly on internet ad revenue. In 2015, 65% of all ad revenue went to Google and Facebook, and the two companies alone accounted for 90% of the growth of the ad industry in 2016. In its most recent annual report, the IAB reported that the top ten companies represented over three-quarters of digital ad revenue with their revenues approaching $150 billion. Some reports today consider the digital ad industry to be a triopoly with the marketshare dominated by the three tech giants: Google, Facebook, and Amazon, explaining that the triopoly “increased their share of the U.S. digital-ad market from 80% in 2019 to a range approaching 90% in 2020.”

In contrast, “the rest of the online ad market is growing at a combined growth rate of 3% year-on-year in comparison[.]”

Facebook has long known this. Facebook’s strategy to maintain its dominance by buying competitive startups or threats has worked. “Platforms with market power can leverage their position into downstream or adjacent markets, giving themselves an advantage over potential competitors and undermining competition in those markets.”

Industry continues to argue that targeted advertising helps small businesses but the numbers say otherwise: the current online digital advertising industry, which relies on the vast overcollection of personal information and the proliferation

223 Investigation of Competition in Digital Markets, supra note 133, at 11.
of out-of-context secondary uses, benefits a handful of tech companies at the expense of smaller companies, competition, and consumers. Facebook “considers competition within its own family of products to be more considerable than competition from any other firm.” As Accountable Tech explained in its petition for an unfair methods of competition rulemaking, “Because many digital markets are prone to “tipping” — whereby early competition is for the entirety of the market — dominant firms have gained access to massive user bases and self-perpetuating data advantages that provide high barriers to entry and easy leverage into adjacent markets.” Privacy protective measures that distribute market power are beneficial to competition; our current digital ad ecosystem is not. For example, privacy improves data markets. Establishing data minimization standards will help all business, especially small businesses. Currently, big tech companies write off fines from privacy violations as the cost of doing business, a cost that small businesses cannot afford. Creating clear and consistent standards helps all businesses stay competitive.

It is also important to note that the Commission’s unfairness standard requires an evaluation of countervailing benefits to consumers or competition, not benefits to businesses or their shareholders. Industry often argues that companies’ profits benefit greatly from out of context secondary uses, especially from targeted advertising. Indeed, Facebook’s effects on the market provide “strong tipping points in the social networking market that create competition for the market, rather than competition within the market.” The correct analysis does not focus on whether large companies may experience benefits from their harmful practices, but whether those practices provide benefits to consumers or competition such that they outweigh the harms that they cause. The Commission’s standard analyzes whether
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there are benefits to consumers or competition that outweigh the harms to consumers—and it is clear there are none.

The practice of secondary, out-of-context data use is widespread and prevalent. There can be no question that the collection and use of consumers’ personal data online for tracking, profiling, and other out-of-context secondary purposes is endemic in the digital ecosystem. Globally, Google has tracking reach on 80.3% of all websites.\(^{233}\) News and e-commerce sites had an average of 12.9 and 9.1 trackers in 2020. And the Commission found in its earlier data report from 2014 that numerous companies are building profiles of nearly every consumer in the country.\(^{234}\) The problem has only gotten worse in the last eight years, with reporters lamenting that “online and off, nearly every life choice you’ve made, every item you’ve purchased, or every website you’ve visited has been logged, categorized, and then entered in a spreadsheet to be sold off.”\(^{235}\)

Data brokers buy, use, sell, share, transfer, and retain personal information about consumers in ways that far exceed the scope of the original purpose for which the data was collected. Data brokers collect information whenever and wherever possible,\(^{236}\) including from offline activities.\(^{237}\) They are able to “create an accurate


\(^{234}\) FTC Data Broker Report, supra note 138, at iv.


\(^{236}\) Id. (“Data brokers are companies that collect and sell information about consumers to other data brokers or to individual companies. Data brokers collect information from everywhere they can, including public records, commercial sources, and Web browsing. They then collate that data into a profile.”).

\(^{237}\) Yael Grauer, What Are ‘Data Brokers,’ and Why Are They Scooping Up Information About You?, Vice (Mar. 27, 2018), https://www.vice.com/en/article/bjpx3w/what-are-data-brokers-and-how-to-stop-my-private-data-collection (“There are data brokers that focus on marketing, such as Datalogix (owned by Oracle), or divisions or subsidiaries of companies like Experian and Equifax. They develop dossiers on individuals which can be used to tailor marketing. Data brokers typically place consumers in categories based on their age, ethnicity, education level, income, number of children, and interests. Companies purchase lists of names, email addresses, interests and offline activity to assist in soliciting or marketing to those individuals.”).
profile of you, even when you try to minimize your online footprint” due to the vast swaths of personal information that they obtain.

Along with this significant growth in the corporate surveillance industry — both in the scope of surveillance and the breadth and invasiveness of the types of personal data collected — there has been a significant expansion in the government’s collection and use of personal information supplied by data brokers. For example:

- The U.S. military has purchased access to X-Mode, which runs an SDK that is embedded in apps targeting Muslims.
- ICE, Customs and Border Protection, the Federal Bureau of Investigation, and the Drug Enforcement Administration have all purchased access to Venntel, which aggregates location data from 80,000 apps, including X-Mode apps.
- Law enforcement authorities across the country have used a tool called FogReveal to track cell phones through time using unique advertising IDs.

The largest data brokers offer products that merge live location tracking and social media surveillance to offer comprehensive surveillance packages. These partnerships with law enforcement, military, and intelligence authorities are so pervasive precisely because they offer law enforcement agencies the opportunity to circumvent the warrant requirement by purchasing that data.

Out-of-context secondary data uses are a widespread and prevalent practice, long recognized by the Commission as harming millions of consumers. The Commission recently imposed a $150 million civil penalty on Twitter for its
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violations of an earlier consent decree, “alleging that Twitter violated the order in the earlier case by collecting customers’ personal information for the stated purpose of security and then exploiting it commercially.”\footnote{Lesley Fair, \textit{Twitter to Pay $150 Million Penalty for Allegedly Breaking Its Privacy Promises – Again}, FTC Bus. Blog (May 25, 2022), https://www.ftc.gov/business-guidance/blog/2022/05/twitter-pay-150-million-penalty-allegedly-breaking-its-privacy-promises-again.} The case follows Twitter’s long history of collecting consumers’ personal information for one stated purpose and using it for another. Twitter purported to collect users’ personal information, including phone numbers and email addresses, for security purposes, like two factor authentication or password recovery. Twitter then used the personal information to allow advertisers to target ads to specific users by linking information with information that they had obtained from data brokers.\footnote{Complaint for Civil Penalties, Permanent Injunction, Monetary Relief, and Other Equitable Relief, \textit{In re Twitter, Inc.}, FTC File No. 202-30623 (2022), https://www.ftc.gov/system/files/ftc_gov/pdf/2023062C4316TwitterOrderReopeningProceedings.pdf.} From 2014 to 2019, 140 million users’ personal information was collected for security purposes and ultimately used for commercial purposes. These harmful practices are widespread and affect millions of consumers.

The Commission should hold that it is an unfair trade practice to collect, use, transfer, or retain personal data beyond what is reasonably necessary and proportionate to the primary purpose for which it was collected, consistent with consumer expectations and the context in which the data was collected. This rule is necessary to prevent substantial injuries to consumers from the unrestricted collection and invasive secondary uses of their data by a wide range of entities including data brokers, targeted advertising firms, and other entities facilitating commercial surveillance. It is not possible for consumers to avoid these harmful practices because the generation and collection of their personal data is necessary to use connected services and apps, to browse the internet, and even to engage in routine financial transactions, work, and personal interactions. The improper extraction and use of personal data to target and profile consumers is a widespread problem in the online ecosystem that should be addressed through a Trade Regulation Rule. And the rule can be scoped to enable practices that provide
benefits to consumers and competition by applying the necessary and proportionate standard to ensure that data is properly minimized.

It is important that the Commission’s rule reflect the reality that the average consumer is not able to “avoid” these harmful business practices by engaging in a technological arms race with the entities that seek to target and profile them. The fact that some consumers could install or use special software to block tracking ads does not mean that commercial surveillance is “reasonably avoidable” to the average consumer. And in order to distinguish between “primary” and “secondary” uses of data, it is also important to evaluate the purpose for which data was collected from the perspective of what the average consumer would expect given the context. For example, the Commission can distinguish between uses of data to personalize recommendations for goods or products within an app or service from the use of that same data to create a profile of consumers’ browsing habits and activities over time to target the consumer with ads or other messages based on that profile. Without a rule prohibiting these commercial surveillance practices, consumers’ personal data will continue to be misused, and the use of commercial surveillance techniques will continue to expand unchecked in ways that undermine consumer trust and autonomy and harm our society writ large.

2. **Automated Decision-Making Systems**

*Responsive to questions 53–60.*

EPIC urges the Commission to declare that it is an unfair and deceptive practice to use an automated decision-making system implicating the interests of consumers without first demonstrating that it is effective, accurate, and free from impermissible bias; that it is an unfair and deceptive practice to use an automated decision-making system without providing adequate notice of such use; and that it is an unfair and deceptive practice to use one-to-many facial recognition or emotion detection technology.
2.1. **It is an unfair and deceptive practice to use an automated decision-making system implicating the interests of consumers without first demonstrating that it is effective, accurate, and free from impermissible bias.**

*Responsive to questions 37, 38, 40, 47, 48, 53–65, 68, 70, 84, 86, 87, 89-91.*

Commercial entities frequently use automated decision-making systems without substantiating the claims made about the systems, verifying the systems’ accuracy, or evaluating the systems for disparate impact. These systems, which include a broad range of statistical and machine-learning tools that perform operations on data to aid or replace human decision-making, cause substantial injury to consumers when used without proper disclosure and oversight. As Commissioner Slaughter has written, companies “must bear the responsibility of (1) conducting regular audits and impact assessments and (2) facilitating appropriate redress for erroneous or unfair algorithmic decisions.”

Businesses should be compelled to regularly conduct risk assessments that consider the harms of authorized and unauthorized uses of personal data, including discrimination and disproportionate harms affecting particular populations. The Commission should declare that a failure to do so is an unfair practice.

The use of automated decision-making systems that have not undergone sufficient testing, oversight, and disclosure causes substantial injury. These systems can cause bodily harm, loss of liberty, loss of opportunity, financial harms, dignitary harms, and discrimination harms.

Automated decision-making systems that are untested can lead to bodily harm. In 2020, Epic Health Systems marketed the Epic Sepsis Model as an algorithm that can predict when patients are experiencing sepsis—a life-threatening emergency. The model, which uses statistical models to predict details about sepsis...
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in patients, was adopted widely by hospitals throughout the country and marketed as 76–83% accurate. But when validated independently, the system’s accuracy was shown to be significantly lower. In a study of over 27,000 patients in a Michigan Hospital, researchers found that the Epic Sepsis Model’s prediction was closer to 63% accurate—and that there was significant “alert fatigue” among hospital staff because the tool generated alarming results for 18% of all hospital patients (most of which turned out not to have sepsis) while failing to identify risk in 67% of the total patients that actually experienced sepsis. In this case, the use of an automated decision making system that was not properly validated could have (and indeed, may have) caused physical harm to individuals, as health care workers relied on the system to identify sepsis rather than employing traditional methods.

Similarly, a recent study of health records from 57,000 people found that an algorithm used in determining eligibility and prioritization for kidney transplants unfairly prevented Black patients from receiving transplants.

One third of Black patients, more than 700 people, would have been placed into a more severe category of kidney disease if their kidney function had been estimated using the same formula as for white patients. In 64 cases, patients’ recalculated scores would have qualified them for a kidney transplant wait list. None had been referred or evaluated for transplant, suggesting that doctors did not question the race-based recommendations.
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Untested systems, or systems that have not proven to be highly accurate, simply should not be implemented in the health care sector or similarly consequential settings. Our lives should not depend on the result of an unproven algorithm.

Automated decision-making systems can also force consumers to restrict or regulate their behavior to conform to a system’s expectations, leading to a loss of liberty. For example, students are subjected to unavoidable automated decision-making and analysis on a daily basis, including through surveillance, exam monitoring, and communications screening on school-mandated laptops.\textsuperscript{251} Automated exam monitoring and proctoring systems provided by vendors like Respondus,\textsuperscript{252} ProctorU,\textsuperscript{253} Proctorio,\textsuperscript{254} Examity,\textsuperscript{255} and Honorlock,\textsuperscript{256} in particular, have been adopted by a wide range of educational institutions. According to the systems’ vendors, these automated decision-making systems can accurately detect indicators of cheating by tracking factors like student speech, eye movements, mouse clicks, and pacing.\textsuperscript{257} In reality, these systems are prone to bias\textsuperscript{258} and error,\textsuperscript{259} placing students’ academic standing in jeopardy. For example, this past February, a Florida teenager was flagged for potential cheating by Honorlock’s automated proctoring system when she looked away from her screen during a test.\textsuperscript{260} As a result, the student received a zero on the exam.\textsuperscript{261} These intrusive monitoring

\textsuperscript{252} Who We Are, Respondus (2020), https://web.respondus.com/.
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systems, like other commercial surveillance technologies, can force students to carefully regulate how they act in order to avoid an adverse automated decision—even when their behavior is innocuous.

The use of untested and unproven automated decision-making systems can also lead to a loss of opportunity. HireVue is a service that uses a proprietary automated decision-making system to evaluate the fitness of job candidates based largely vocal patterns (and previously on video analysis). In 2020, EPIC filed an FTC complaint highlighting the unfairness of HireVue’s screening practices.\footnote{EPIC HireVue Complaint, supra note 6.} When a job candidate seeks employment at a company that uses HireVue’s algorithmic assessment services, HireVue administers an automated interview and/or an online “game-based challenge[]” to the candidate.\footnote{Id.} HireVue collects “tens of thousands of data points”\footnote{How to Prepare for Your HireVue Assessment, HireVue (Apr. 16, 2019), https://www.hirevue.com/blog/how-to-prepare-for-your-hirevue-assessment; Nathan Mondragon et al., HireVue, The Next Generation of Assessments 6 (2019).} from each interview and a “rich and complex” array of data from each “psychometric game[].”\footnote{Mondragon et al., supra note 264, at 5.} HireVue then inputs these personal data points into “predictive algorithms”\footnote{Id. at 7.} that allegedly determine each job candidate’s “employability,” “cognitive ability,” “psychological traits,” “emotional intelligence,” and “social aptitudes.”\footnote{HireVue, supra note 264; Mondragon et al., supra note 264, at 6.} But HireVue does not give candidates access to the training data, factors, logic, or techniques used to generate each algorithmic assessment. In some cases, even HireVue is unaware of the basis for an assessment.\footnote{Drew Harwell, A face-scanning algorithm increasingly decides whether you deserve the job, Wash. Post (Oct. 25, 2019), https://www.washingtonpost.com/technology/2019/10/22/ai-hiring-face-scanning-algorithm-increasingly-decides-whether-you-deserve-job/.}

RentGrow, like many tenant-screening companies, first generates reports by collecting data like past eviction information, credit scores, and criminal records of all members of an applicant’s household, then recommends who should be rejected. In theory, these factors may be legal bases to screen housing applicants. In practice, landlords can use these factors as proxies for criteria that are illegal to consider, such
as race, familial status, and age. Scholars including Dr. Safiya Noble have called this process “technological redlining,” wherein racial, cultural, and economic inequities are perpetuated by technology.\textsuperscript{269} For example, automated systems that reject applicants based on criminal records, poor rental payment histories, or a history of eviction can unfairly disadvantage people of color, victims of domestic violence, and people with disabilities.\textsuperscript{270} Black people, specifically, are overpoliced, over-evicted, and tend to rely most heavily on housing assistance programs.\textsuperscript{271}

RentGrow’s tenant screening services perpetuate housing inequality by giving landlords what appears to be an objective basis for rejecting applicants, even when the information underlying the company’s reports reflects historical bias and injustice. Even if RentGrow excludes factors like race its screening reports, the company can still use proxy variables like ZIP codes.\textsuperscript{272} Because the United States is deeply segregated, a ZIP code is a reliable proxy for race.\textsuperscript{273}

Untested and unproven automated systems can also cause financial harm. Upstart, a financial entity that offers student loan refinancing, offered the allure of loan decisions based on “alternative data,” a term used to describe data outside the scope of information normally in loan decisions.\textsuperscript{274} But Upstart was found to have discriminated based on individuals that attended Historically Black Colleges and Universities, assigning them higher interest rates. This case, which was ultimately

\textsuperscript{269} See Noble, supra note 3, at 1.
\textsuperscript{270} Lydia X. Z. Brown, Tenant Screening Algorithms Enable Racial and Disability Discrimination at Scale, and Contribute to Broader Patterns of Injustice, Ctr. for Democracy & Tech. (July 7, 2021), https://perma.cc/L4ST-6C8D.
addressed through a monitorship settlement, illustrates the danger of deploying algorithms to make critical individualized decisions without adequate testing or transparency.

Automated decision-making systems can also cause or exacerbate less tangible consumer harms like reputational harms and harms to consumer dignity. These dignitary harms occur when flaws or biases in automated decision-making systems negatively impact how consumers are treated by and compared to their peers—often in hidden and unavoidable ways. For example, in 2019, researchers reported that Twitter’s content moderation algorithm was 1.5 times more likely to flag tweets written by Black users as offensive or hateful and 2.2 times more likely to flag tweets written in African-American Vernacular English (AAVE). Content moderation algorithms and similar automated decision-making systems can perpetuate racial biases in ways that disproportionately subject Black users to greater scrutiny, restrict their ability to participate in moderated spaces, and limit their creative expression.

Automated decision-making systems can facilitate or exacerbate discrimination harms. Extensive research has established racial and gender bias in advertisement delivery on social media; racial bias in prediction of healthcare needs that lead to black patients being underserved; racial, ethnic, and gender bias

in all parts of the job acquisition process from search\textsuperscript{278} to resume screening\textsuperscript{279} to interviewing; racial bias in interest rates for loan financing;\textsuperscript{280} racial and gender bias in access to credit;\textsuperscript{281} socioeconomic discrimination in grading algorithms;\textsuperscript{282} and more.

Discrimination in automated decision-making systems persists regardless of the level of human involvement. In education, college counselors use automated systems to separate students based on algorithmic determinations of potential, thereby sorting and trapping some students in different tracks. For example, EAB’s Navigate enables schools to “segment students” based on “demographic data, academic performance, and success indicators.”\textsuperscript{283} It uses historical academic and demographic data to create models that can predict and flag “at-risk students.” Navigate allows schools to customize the factors considered by the predictive model, including allowing race to be considered a high-impact predictor. In an analysis of student risk data from large public universities, researchers found that Black students were deemed high-risk at up to four times the rate of White students.\textsuperscript{284} Navigate’s “major explorer” tool — software that helps students pick

\textsuperscript{279} Amani Carter & Rangita de Silva de Alwis, Unmasking Coded Bias: Why We Need Inclusion and Equity in AI 11 (2021), https://www.law.upenn.edu/live/files/11528-unmasking-coded-bias (“Evidence suggests resumes containing minority racial cues, such as a distinctively Black name[,] lead to thirty to fifty percent fewer callbacks from employers than do otherwise equivalent resumes without such cues.”).
\textsuperscript{280} NAACP Legal Def. & Educ. Fund, supra note 274.
\textsuperscript{283} Navigate, EAB, https://eab.com/products/navigate/ (last visited Nov. 21, 2022).
majors that suit their interests—has been found to recommend students from historically underrepresented communities exploring a major change to a different major where their “risk score” is lower.\textsuperscript{285} And in response to an inability to test normally during the COVID-19 pandemic, school systems in the United Kingdom used a deeply flawed automated decision-making system to model out and assign grades based on a series of factors that “relied primarily on two pieces of information . . . the ranking of students within a school and their school’s historical performance.”\textsuperscript{286} The results yielded disproportionate increases in grades for fee-paying private schools over state-funded public schools, which discriminated against students of lower socioeconomic status.\textsuperscript{287}

**Automated decision-making systems are unavoidable.** They are used throughout the economy, from insurance to healthcare to video recommendation systems. Especially in the housing, health, hiring, and credit contexts, consumers are rarely aware when a company is using an automated decision-making system, let alone capable of avoiding that system.\textsuperscript{288}

As the White House Office of Science and Technology Policy wrote in the introduction to its *Blueprint for an AI Bill of Rights*:

In America and around the world, systems supposed to help with patient care have proven unsafe, ineffective, or biased. Algorithms used in hiring and credit decisions have been found to reflect and reproduce existing unwanted inequities or embed new harmful bias and discrimination. Unchecked social media data collection has been used to threaten people’s opportunities, undermine their privacy, or pervasively track their activity—often without their knowledge or consent. These outcomes are deeply harmful—but they are not inevitable.


\textsuperscript{287} Id.

\textsuperscript{288} See Ari Ezra Waldman, *Power, Process and Automated Decision-Making*, 88 Fordham L. Rev. 613, 615-16 (2019) (“Using algorithms to make commercial and social decisions is really a story about power, the people who have it, and how it affects the rest of us.”).
The scope of automated decision-making in employment screening is sweeping. HireVue—just one competitor in the employment screening field—has over 700 corporate customers, including major companies like Hilton, Ikea, Oracle, Dow Jones, Koch Industries, Unilever, Urban Outfitters, Carnival, Under Armour, Vodafone, Dunkin’ Brands, Keurig, Dr Pepper, Cathay Pacific, AB InBev, HBO, Sequoia, Staples, BASF, CARFAX, CDW, Conoco Phillips, Panda Express, Penguin Random House, and Anheuser-Busch. Nonprofits and public sector employers also use HireVue’s assessment services, including Atlanta Public Schools and Thurgood Marshall College Fund. Talview Inc., a competitor to HireVue, offers a similar suite of automated resume scanning, “AI video interviews with behavioral insights,” and “[o]nline assessments.” And Affectiva, Inc. “analyzes human states in context,” using “computer vision, speech analytics, deep learning and a lot of data.”

Students often cannot avoid the use of automated decision-making systems in schools. Educational institutions are increasingly using opaque algorithms to generate predictions about students and according differential treatment based on those predictions. Sometimes this can lead to improved outcomes, as when an at-risk student is identified and provided with the support they need to succeed. But it can also do the opposite, labeling a student as “at-risk” at a young age, leaving the student or their teachers to feel their fate is sealed, stunting educational progress, and limiting life opportunities for the student. The Markup reported this year that K-12 data warehousing giant PowerSchool, which claims to hold data on over 75% of K-12 students in North America, provides tools to school districts that generate “predictions about whether students are at low, moderate, or high risk of not graduating high school on time, not meeting certain standards on the SATs, or not completing two years of college, among other outcomes” as early as the first
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grade.\textsuperscript{294} Alarmingly, free and reduced lunch status and gender were among the factors most heavily weighted by PowerSchool.\textsuperscript{295}

Businesses are regularly relying on biometric information, financial records, and other highly sensitive personal data to make individualized, automated decisions about consumers. Many of these automated processes are completely unknown to consumers, as in the secret collection and processing of billions of facial images by Clearview AI.\textsuperscript{296} And even if consumers are notified that an automated decision-making system is in use, they are frequently given no explanation of the decisions made by that system and no meaningful opportunity to opt out. For example, many job applicants have little choice but to submit to HireVue’s automated screening tool or else forgo an ever-growing list of employment opportunities.

The use of automated decision-making systems without disclosure and due diligence is not outweighed by countervailing benefits to consumers or competition.\textsuperscript{297} When balancing the harms of a business practice against their countervailing benefits, the Commission considers only those benefits and harms that directly result from the business practice at issue.\textsuperscript{298} Companies often tout the promise of automated decision-making as a way to improve consumers’ lives, but the commercial use of automated systems is not a monolithic business practice. While the effects of automated decision-making vary widely across industry and context, the practice of using automated decision-making systems without proper disclosure and due diligence is widespread across industries. Therefore, the Commission need not balance the harms and benefits of automated decision-making


\textsuperscript{295} Id.


\textsuperscript{297} 15 U.S.C. § 45(n).

writ large; it need only consider the practice of using automated decision-making systems without the requisite transparency and testing.

Using automated decision-making systems without proper disclosure and due diligence causes myriad harms to consumers. For example, improperly evaluated systems like the Epic Sepsis Model can cause serious bodily injury within hospitals, and biased automated decision-making systems deployed across sectors—from education to employment to credit—can facilitate or exacerbate discrimination in ways that harm consumers’ earning potential and financial wellbeing.

In comparison, the countervailing benefits of implementing automated decision-making systems without first ensuring the systems are effective, accurate, and nondiscriminatory are minor. In fact, there appear to be only two: implementing automated decision-making systems more quickly and saving companies money. No reasonable consumer would contend that companies should affirmatively withhold key information about the effectiveness, accuracy, and potential bias of the automated decision-making systems that make determinations about them. No reasonable consumer would prefer to be subjected to ineffective, inaccurate, and biased systems so companies can profit. However, companies make these decisions for consumers every day, subjecting consumers to opaque and unreliable automated decision-making without sufficient disclosure and due diligence. As a result, companies undermine consumer trust in automated decision-making systems—systems that can provide significant social and economic benefits when properly developed and evaluated—and chill the development of more effective, accurate, and unbiased systems without producing meaningful benefits to consumers or competition.

The use of these systems without testing, oversight, and substantiation is also deceptive. By using an automated system to make individualized
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determinations about consumers, companies are implicitly warranting that the system is effective, accurate, fair, and nondiscriminatory.\textsuperscript{303} If in fact the system is ineffective, inaccurate, unfair, or discriminatory, the use of that system is deceptive, and failure to disclose that fact constitutes a material omission. This type of deception can profoundly affect an individual’s life, as seen in the example of the Epic Sepsis Model.

**Commercial uses of automated decision-making systems without disclosure have become widespread and prevalent.**\textsuperscript{304} The uses of automated decision-making systems described above—though extensive and alarming—are merely the tip of the iceberg.\textsuperscript{305} A 2019 Garner study found that the commercial use of automated decision-making systems had increased 270\% in the preceding four years, with 37\% of businesses using some form of the technology.\textsuperscript{306} By other accounts, the scale of commercial automation is even greater. Nearly half of respondents in one survey reported that “their organizations have embedded at least one [automated decision-making system] into their standard business processes, while another 30 percent report piloting the use of [such systems].”\textsuperscript{307} And the National Academies of Medicine, NIST, and the Consumer Financial Protection Bureau have documented the growing role of automated decision-making systems in medicine, banking, and the defense sector.\textsuperscript{308}

---

\textsuperscript{303} *Cf.* U.C.C. § 2-315 (“Where the seller at the time of contracting has reason to know any particular purpose for which the goods are required and that the buyer is relying on the seller’s skill or judgment to select or furnish suitable goods, there is unless excluded or modified under the next section an implied warranty that the goods shall be fit for such purpose.”).

\textsuperscript{304} 15 U.S.C. § 57a(b)(3).

\textsuperscript{305} See Waldman, *supra* note 288, at 615–22.


Moreover, the rapidly escalating scale of unfair automated decision-making systems makes it essential for the Commission to conduct a rulemaking rather than rely solely on case-by-case enforcement. By defining unfair and deceptive practices ex ante, and “with specificity,”309 a trade regulation rule would “make it easier for the FTC to take action against” parties310 that harm consumers through the use of automated systems. A rule on automated decision-making would also preclude arguments—like those raised by LabMD in response to the Commission’s data security enforcement action—“that the Commission failed to provide fair notice”311 concerning which practices are unfair and unlawful.

The omission of critical transparency and accountability mechanisms in the use of automated decision-making systems is prevalent. The frequency of deception surrounding the use of AI spurred a 2021 FTC blog post warning companies not to exaggerate the capabilities of their automated decision-making systems:

Under the FTC Act, your statements to business customers and consumers alike must be truthful, non-deceptive, and backed up by evidence. In a rush to embrace new technology, be careful not to overpromise what your algorithm can deliver. For example, let’s say an AI developer tells clients that its product will provide ‘100% unbiased hiring decisions,’ but the algorithm was built with data that lacked racial or gender diversity. The result may be deception, discrimination—and an FTC law enforcement action.312

Professor Arvind Narayanan explains in How to Recognize AI Snake Oil that many companies call a system “AI” for marketing but are simply automating a
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311 LabMD, Inc. v. FTC, 894 F.3d 1221, 1227 (11th Cir. 2018).
subjective judgment and passing it off as science-backed and objective. Others, similarly, promise a given technological feat that research fundamentally refutes is possible—like emotion detection. Others still simply assert inaccurate, incomplete, or misleading claims about capability, accuracy, or lack of bias. As Professors Citron and Pasquale have explained, “though automated scoring is pervasive and consequential, it is also opaque and lacking oversight.”

Currently, audits for both accuracy and bias are not common, consistent, or required, and there is no mandate to meet minimum thresholds or to correct inaccuracies or bias once found. Facebook and HireVue, two prominent technology companies with harmful automated decision-making systems, are illustrative of issues of with audits: (1) companies often only do them when they are forced to or after extensive harm has been publicized, and (2) companies perform insufficient or unacceptable audits.

In 2012, Facebook was ordered to have biennial independent third-party audits performed for twenty years as part of an FTC consent order. These audits have not been made public in full, and Facebook was found to have violated the consent order in 2019. In 2018, the company agreed to perform a civil rights audit following sustained pressure from Congress and over 100 civil rights organizations. In analyzing the civil rights impact of Facebook’s algorithms, the
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auditor’s report explained that Facebook did not provide them with access to sufficient information to meaningfully perform an audit of their civil right impact:

When it comes to Facebook’s own algorithms and machine learning models, the Auditors cannot speak to the effectiveness of any of the pilots Facebook has launched to better identify and address potential sources of bias or discriminatory outcomes. (Both because the pilots are still in nascent stages and the Auditors have not had full access to the full details of these programs.) The Auditors do, however, credit Facebook for taking steps to explore ways to improve Facebook’s AI infrastructure and develop processes designed to help spot and correct biases, skews, and inaccuracies in Facebook’s models.319

Still, throughout the audit, the independent group of experts grew “concerned that [any] gains could be obscured by the vexing and heartbreaking decisions Facebook has made that represent significant setbacks for civil rights,” and were left to repeatedly suggest that Facebook take civil rights concerns more seriously than it does.320 Frances Haugen, a former Facebook employee, recently explained the danger of limited transparency and incomplete audits:

Only Facebook knows how it personalizes your feed for you. It hides behind walls that keep the eyes of researchers and regulators from understanding the true dynamics of the system. When the tobacco companies claimed that filtered cigarettes were safer for consumers, it was possible for scientists to independently invalidate that marketing message and confirm that in fact they posed a greater threat to human health. But today we can’t make this kind of independent assessment of Facebook. We have to just trust what Facebook says is true — and they have repeatedly proved that they do not deserve our blind faith…This inability to see into the actual systems of Facebook and confirm that Facebook’s systems work like they say is like the Department of Transportation regulating cars by watching them drive down the highway. Imagine if no regulator could ride in a car, pump up its wheels, crash test a car, or even know that seat belts could exist. Facebook’s regulators can see some of the problems — but they are kept blind to what is causing them and thus can’t craft specific solutions. They cannot even access the company’s own data on product safety, much less conduct an independent audit. How is the public supposed to assess if Facebook is

319 Id. at 81.
320 Id. at 8.
resolving conflicts of interest in a way that is aligned with the public good if it has no visibility and no context into how Facebook really operates?321

In 2021, HireVue322 announced that it had undergone two audits by third-party organizations but did not freely release the audits in full. The audits came after scrutiny about the company’s use of opaque facial recognition and voice analysis in interview software, in part due to an EPIC FTC Complaint about these practices.323 Although members of the public could access summaries of the audits on HireVue’s website, HireVue required the disclosure of personal information to view each summary and a commitment that the reader would not reproduce any part of the summary.324 And at least one of the audits was an analysis narrowly tailored to a specific use case of HireVue’s platform—not the clean bill of health the company implied it was.325 Further, key details about the algorithms used to make judgments in the hiring process are kept secret from applicants under evaluation. These examples illustrate the broader phenomenon of performing incomplete,
constrained, or misleading audits or impact assessments that give the false appearance of meaningful transparency or accountability.\textsuperscript{326}

The FTC should promulgate a rule requiring companies to publicly substantiate their claims about automated decision-making systems implicating the interests of consumers; articulate the purposes of those systems; evaluate the accuracy of those systems; and analyze potential disparate impacts of those systems.

The FTC should issue a rule that requires companies using automated decision-making systems implicating the interests of consumers to disclose, at minimum, the following about each system they use or sell:\textsuperscript{327}

1. A detailed description of the intended purpose and proposed use of the system, including:
   a. What decision(s) the system will make or support;
   b. Whether the system makes final decision(s) itself or whether and how it supports decision(s);
   c. The system’s intended benefits and research that demonstrates such benefits;
2. A detailed description of the system’s capabilities, including capabilities outside of the scope of its intended use and when the system should not be used;
3. An assessment of the relative benefits and costs to the consumer given the system’s purpose, capabilities, and probable use cases;
4. The inputs and logic of the system;
5. Data use and generation information, including:


6. Yearly validation studies and audits of accuracy, bias, and disparate impact;\textsuperscript{329} and
7. A detailed use and data management policy.

Among other benefits to consumers, requiring these disclosures will help narrow the use of automated decision-making systems to circumstances in which they are genuinely necessary and appropriate and ensure that businesses restrict their use of automated decision-making systems to the purposes for which they are designed, evaluated, and advertised to the public.

The FTC should ensure that “disparate impact” is part of the required disclosures. The term “bias” may be understood to include an intent element, and disclosures or audits that focus solely on this term may be less helpful in establishing whether a violation of the Civil Rights Act of 1964, the Fair Housing Act, or the Age Discrimination in Employment Act has occurred.\textsuperscript{330}

Finally, detailed audit requirements will help remedy some of the existing issues with audits, such as those raised with Facebook’s audits above. Ari Ezra Waldman has contended that today’s “[a]mbiguous privacy rules . . . with process-oriented regulatory levers open the door for companies to reframe the law in ways that serve corporate, rather than consumer, interests.”\textsuperscript{331} As a result, the compliance ecosystem has often become merely symbolic: it allows companies to interpret its legal requirements and implement process-oriented compliance structures—such as

\textsuperscript{328} This should be done in descriptive terms (e.g., a number on a scale of 1–100 or a rating of low, medium, or high).
\textsuperscript{329} See Jillson, supra note 312 (“How can you reduce the risk of your company becoming the example of a business whose well-intentioned algorithm perpetuates racial inequity? It is essential to test your algorithm—both before you use it and periodically after that—to make sure that it doesn’t discriminate on the basis of race, gender, or other protected class.”).
\textsuperscript{331} Ari Ezra Waldman, Privacy Law’s False Promise, 97 Wash. U. L. Rev. 773, 792 (2020).
risk assessments and privacy policies—that shield them from liability or mitigate corporate risk.\textsuperscript{332}

To remedy the failures of these structures and fulfill the goals of anti-discrimination law, the FTC must create an auditing standard that reflects substantive anti-discrimination protections rather than mere procedural requirements.\textsuperscript{333} Such standards should require independent, third-party investigations and reports. The FTC has an opportunity to address the shortcomings of its consent decrees and company-driven privacy compliance programs. As the de facto federal privacy regulator, the Commission must not defer to symbolic structures and pro forma industry practices, but rather force companies to meaningfully question and test their systems.

Regulating upstream actors will not only address problems before they result in discrimination, but “any remedial actions taken by the vendor would [also] cascade down to all its clients.”\textsuperscript{334} The FTC has a strong argument that these upstream actors are the least cost avoiders. Rules should place the burden of addressing the risks of automated decision-making systems on the entities most capable of averting them—that is, the creators and users of such products, rather than the millions of online consumers exposed to their harmful effects.

\section*{2.2. It is an unfair and deceptive practice to use an automated decision-making system implicating the interests of consumers without providing adequate notice of such use, which includes meaningful, readable, and understandable disclosure of the logic, factors, inputs, and training data on which such system relies.}

\textit{Responsive to questions 53, 55, 56, 58, and 60.}

Transparency offers a pathway to understanding how the algorithms function. By requiring developers, data controllers, and users of algorithmic decision-making systems to disclose information about the process, third parties can

\begin{footnotesize}
\textsuperscript{332} Id. at 796–97, 799.
\textsuperscript{333} See id. at 803.
\end{footnotesize}
investigate algorithmic bias, and consumers can make more informed decisions about their use of such technologies.\textsuperscript{335} Individuals have a right to know when they are being subject to automated decision-making.\textsuperscript{336} Moreover, whether an automated decision-making system is being used to make decisions about consumers is material to consumers’ decisions about whether to engage the product or service utilizing that system.\textsuperscript{337} Regardless of whether disclosure of automated decision-making usage is widespread, the usage itself is widespread — and many of these companies are explicitly aware of the risks to civil rights.\textsuperscript{338} Notice must be meaningful and is essential to effectuate any option for opt-out. The Commission should rule that failure to providing adequate notice of the use of automated decision-making, which includes meaningful, readable, and understandable disclosure of the logic, factors, inputs, and training data on which such system relies, is an unfair practice.

Although algorithmic governance frameworks sometimes define transparency as “explainability” (i.e., whether the underlying logic of an automated decision-making system is explainable, rather than whether companies are

\textsuperscript{335} Id. at 49.
\textsuperscript{336} \textit{AI & Human Rights}, EPIC (2022), https://epic.org/issues/ai/; see also CCPA §§ 1798.110, 1798.115, 1798.121 (providing similar rights by statute in California).
\textsuperscript{338} See e.g., McKinsey & Co., \textit{The State of AI in 2020} (Nov. 17, 2020), https://www.mckinsey.com/business-functions/mckinsey-analytics/our-insights/global-survey-the-state-of-ai-in-2020 (50% of respondent companies utilized automated decision-making in at least one business function, 22% reported more than 5% of EBIT due to automated decision-making, 39% acknowledged personal/individual privacy as a relevant risk).
disclosing their use of automated decision-making at all), disclosing the use of automated decision-making systems—or a prohibition on secret profiling—is a necessary predicate to more meaningful transparency.

The use of automated decision-making systems without meaningful notice to those subject to the processing is an unfair practice which causes substantial injury. In 2017, Amazon discontinued undisclosed use of an automated decision-making system it had used to assist with screening candidates upon discovering that it was reinforcing existing gender disparities within the company and being unable to correct that problem after two years of trying. While in this instance, the public learned that a screening algorithm had been used for several years and was biased, job candidates might never know such an algorithm was being used on them. This unacceptable reality has ramifications for a harmed individual seeking recourse, as they might never learn that they were a victim.339 Even before any applicant screening process occurs, an individual might never learn that automated decision-making prevented a job posting from being displayed to them in the first place,340 as has been the case on Facebook341 and Google.342

When Apple launched its credit card, consumers found that women with similar credit profiles received less credit and less favorable decisions by Apple’s


342 See Datta et al., supra note 278, at 102 (finding “females received fewer instances of an ad encouraging the taking of high paying jobs than males”).
partner bank Goldman Sachs.\textsuperscript{343} Even Apple co-founder Steve Wozniak said he was approved for “10x [the credit limit] despite not having any separate assets or accounts.”\textsuperscript{344} This was an exemplar of a black box algorithm that was not made clear to the user, and insufficient details were disclosed or tested in order to make notice meaningful. As a result, individuals suffered confusion due to a lack of transparency of how the credit limit was determined and a lack of notice that the decision was being made through an automated decision-making system. When systems have discriminatory results, the lack of meaningful notice becomes even more consequential and can obfuscate opportunities for recourse.

Consumer profiling has become “pervasive, secret, and automated,” posing “threats to human dignity[.]”\textsuperscript{345} “At the very least, individuals should have a meaningful form of notice and a chance to challenge predictive scores that harm their ability to obtain credit, jobs, housing, and other important opportunities.”\textsuperscript{346}

Several recommendations from the White House Blueprint for an AI Bill of Rights support the view that a lack of adequate notice is an unfair and deceptive practice:

- Consent for non-necessary functions should be optional, i.e., \textbf{should not be required, incentivized, or coerced to receive opportunities or access to services}. In cases where data is provided to an entity (e.g., health insurance company) to facilitate payment for such a need, that data should only be used for that purpose.

- \textbf{You should know how and why} an outcome impacting you was determined by an automated system, including when the automated system is not the sole input determining the outcome.

- Sensitive data should only be used for \textbf{functions strictly necessary for that domain or for functions that are required for administrative reasons}

\textsuperscript{343} See Neama Dadkhahnikoo, \textit{Incident Number 92: Apple Card’s Credit Assessment Algorithm Allegedly Discriminated against Women}, in Artificial Intelligence Incident Database (Sean McGregor & Khoa Lam eds. 2019), https://incidentdatabase.ai/cite/92.


\textsuperscript{345} Citron & Pasquale, \textit{supra} note 315, at 27.

\textsuperscript{346} \textit{Id.}
(e.g., school attendance records), unless consent is acquired, if appropriate, and the additional expectations in this section are met.

- Civil liberties and civil rights must not be limited by the threat of surveillance or harassment facilitated or aided by an automated system. Surveillance systems should not be used to monitor the exercise of democratic rights, such as voting, privacy, peaceful assembly, speech, or association, in a way that limits the exercise of civil rights or civil liberties.

One of the most alarming examples of violations of these principles is Clearview AI. Using a powerful algorithm and billions of facial images collected without consent, Clearview has created a facial recognition app capable of quickly identifying a person based on a single photo. By the time the public was made aware of Clearview’s existence, the app was already in use by hundreds of law enforcement agencies. Clearview built its tool in effective secrecy, in violation of numerous terms of service, and with no oversight. Yet despite the recent public outcry over Clearview’s use of automated decision-making, individual consumers have little ability to hold the company accountable for developing and operating a facial recognition tool based on their personal data. And Clearview is not alone in the field: companies including Amazon, FaceFirst, and Vigilant Solutions have also developed large-scale—and largely unaccountable—facial recognition tools. Businesses are engaged in secret profiling of consumers, and the FTC should establish safeguards to prevent this unfair practice.

Clearview AI is a notable example of secret profiling of consumers, but there are many others. In 2017, Airbnb acquired Trooly, an automated risk assessment tool that can be used to rate potential guests (or in the words of Trooly’s patent, to
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“determin[e] trustworthiness and compatibility of a person”). The automated decision-making system analyzes information collected from third parties—including service providers, blogs, public and commercial databases, and social networks—to generate a “trustworthiness” score. The patent claims that the system can identify whether an individual is involved with drugs or alcohol; hate websites or organizations; sex work and pornography; criminal activity; civil litigation; and fraud. According to the patent, the system can also identify “badness, anti-social tendencies, goodness, conscientiousness, openness, extraversion, agreeableness, neuroticism, narcissism, Machiavellianism, [and] psychopathy.” Yet whether and how Airbnb uses each of Trooly’s capabilities to screen consumers remains a secret.

Several jurisdictions have proposed bans on different types of AI-enabled profiling, including the European Union and Washington state. In Canada, Clearview was deemed unlawful by the Privacy Commissioner, who wrote that “What Clearview does is mass surveillance, and it is illegal. It is completely unacceptable for millions of people who will never be implicated in any crime to find themselves continually in a police lineup.”

The use of automated decision-making systems without meaningful notice and opt-out opportunities is not reasonably avoidable. Surprise is a common consumer response to learning that healthcare or credit decisions were made
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356 Id.
360 See Smith & Rustagi, supra note 281 (“A husband and wife compared their Apple Card spending limits and found that the husband’s credit line was 20 times greater. Customer service employees were unable to explain why the algorithm deemed the wife significantly less creditworthy.”).
based on a predictive automated decision-making system. In the healthcare context, consumers have been shocked to learn that data collected by their necessary health equipment was used to make reimbursement decisions.\textsuperscript{361} Various firms have used patient’s investments and types of cars owned, or cell phone numbers and property records, fed into algorithms to predict health outcomes and generate patient health risk scores.\textsuperscript{362} Notably, the ProPublica journalist who wrote the article detailing this practice sought their own health risk score data and was denied by LexisNexis because LexisNexis’s client was the insurance company, not the consumer.\textsuperscript{363}

Certain automated decision-making practices are unforeseeable to a consumer without notice. In the credit context, whether a consumer filled their credit application using proper capitalization could inform an automated determination as to their creditworthiness.\textsuperscript{364} Data that consumers would not likely consider credit data (and importantly which falls outside the scope of the Fair Credit

\textsuperscript{361} See All Things Considered, \textit{How Insurers Are Profiting Off Patients With Sleep Apnea}, NPR (Nov. 21, 2018, 5:33 PM), https://www.npr.org/2018/11/21/670142105/how-insurers-are-profiting-off-patients-with-sleep-apnea (“And that’s when he realized that the machine was actually spying on him and tracking his sleep habits and sleep patterns. And the irony is he wasn’t able to use the machine because he didn’t have the new mask and yet they hadn’t been sending the new mask because they said he wasn’t using the machine.”).

\textsuperscript{362} ProPublica disclosed that Optum, owned by UnitedHealth Group, has medical, financial, and socioeconomic data on more than 150 million Americans dating back to 1993, which it advertises in the context of predicting health outcomes. In 2012, analytics company SAS worked with a major health insurance company to predict health care costs using 1,500 data elements, including a patient’s investments and types of cars owned. LexisNexis uses 442 non-medical personal attributes to predict medical costs, including cellphone numbers, criminal records, bankruptcies, property records, and indicia of neighborhood safety. See Marshall Allen, \textit{Health Insurers Are Vacuuming Up Details About You – And It Could Raise Your Rates}, ProPublica (July 17, 2018), https://www.propublica.org/article/health-insurers-are-vacuuming-up-details-about-you-and-it-could-raise-your-rates.

\textsuperscript{363} See id.

Reporting Act), such as their IP address or device ID, has also been used for alternative credit determinations.\footnote{See id. ("Experian collects offline data for individual consumers that is linked to ‘match keys’ like a consumer’s address, credit card number, phone number, and also collects online and mobile data that is linked to match keys such as device ID, IP address, geolocation, a consumer’s Twitter ‘handle,’ time stamp, and other identifiers.”) (citing Marcus Tewksbury, The 2013 Big Data Planning Guide for Marketers, Experian Mktg. Servs. (2013), https://perma.cc/FY9T-G28A).}

**Using automated decision-making systems without meaningful notice and opt-out opportunities is not outweighed by any countervailing benefits.** When a company deploys automated decision-making systems without disclosing its use or explaining what the systems do, it makes a conscious choice to expose consumers to potential harm without letting consumers make informed decisions about whether and how to engage with the company’s systems. This practice of nondisclosure can exacerbate harm caused by flawed or biased automated decision-making systems, as with consumer profiling and surveillance, by obfuscating the harm to consumers. For example, consumers may not be aware of the harm or whether an automated decision-making system is injuring them specifically. However, this practice of nondisclosure also causes consumer and competitive harms when the automated decision-making systems themselves do not. Many commercial applications of automated decision-making rely on the collection and use of consumer data, which often subsidizes the financial cost of products and services.\footnote{See, e.g., Daniel L. Rubinfeld & Michal Gal, The Hidden Costs of Free Goods: Implications for Antitrust Enforcement, 80 Antitrust L.J. 521, 521 n.1 (2016), https://www.law.berkeley.edu/wp-content/uploads/2015/04/80AntitrustLJ521_stamped.pdf (markets for free goods and services encompass “situations in which the consumer pays indirectly… by providing information about his or her preferences.”).} Consumers may not be aware of the existence, nature, or extent of this data collection and use by automated decision-making systems, so their preferences may not be accurately reflected by their market participation. Without meaningful notice and opt-out opportunities, consumers cannot meaningfully respond to market conditions and decide how they want to engage with the array of products and services supported by automated decision-making.

By comparison, the countervailing benefits of nondisclosure are minimal. First, companies may claim that nondisclosure provides an administrative and financial benefit: any meaningful notice and opt-out opportunities would take time...
and money to enact—and doing so may push some consumers away from the company’s products or services. However, these benefits are not true cost savings; rather, they are savings provided by trapping consumers into an unavoidable and inescapable practice of data collection and analysis. The one-time cost of implementing notice and opt-out opportunities is far outweighed by the various benefits that disclosure would provide to consumers.

Second, companies may claim that nondisclosure provides important protections for trade secrets and other proprietary information from competitors. Meaningful notice and opt-out opportunities may, in fact, provide competitors with information about a company’s automated decision-making systems, but the disclosures that would benefit consumers—information about the logic, factors, inputs, and training data used by an automated decision-making system—are distinct from the information that would meaningfully impact competitor behavior. Several key aspects of automated decision-making systems would remain hidden from competitors, including the data collected and used by a system, the methods used to train a system, and the underlying code and input weights used in a system. While nondisclosure does provide competitive benefits to companies using automating decision-making systems, these benefits do not outweigh the various harms felt by consumers subjected to automated decision-making every day.

Using automated decision-making systems without meaningful notice or an opportunity to opt out is a deceptive practice that is likely to mislead a reasonable consumer. When a person is subject to automated decision-making systems without meaningful notice or even cursory notice a system is being used, it is likely to mislead a consumer, stripping them of choice and individuality. Using automated decision-making systems without meaningful notice or an opportunity to opt out is also material and likely to affect a consumer’s choice. When an individual applies for a loan or housing, they are likely to be subject to several types of “scores,” algorithms that use a substantial amount of data.367 In a 2018 Pew Survey, 67% of U.S. adults said it was unacceptable to use automated decision-making systems without meaningful notice or opportunity to opt out.

making systems for video analysis of job interviews, 68% said they found it unacceptable for algorithms to determine a “personal finance score using many types of consumer data,” and “automated resume screening of job applicants.” In each of these examples, the individual is left to guess whether a given landlord or employer is using an automated decision-making system. Meaningful notice, using information already created from the disclosure rule proposed below in section 6.1, would help correct this power asymmetry and empower consumers.

**The use of automated decision-making without adequate notice to affected individuals is prevalent.** In 2017, 13% of human resource managers surveyed by Harris said they were already seeing evidence of automated decision-making becoming a regular part of HR, with 55% saying it would be within five years.⁶⁶⁸ 63% of talent acquisition professionals surveyed by Korn Ferry in 2018 said that AI has changed the way recruiting is done at their company.⁶⁶⁹ In recognition of the problem of a lack of disclosure around hiring algorithms, both Illinois⁶⁷⁰ and New York City⁶⁷¹ have passed laws requiring disclosure to the applicant or employee prior to use. People in other parts of the country should not be left in the dark.

Due to current lack of regulations on the collection and use of data by these algorithms, we can expect automated decision-making will continue to be used in
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healthcare and credit reporting without any meaningful opportunity for consumers to opt out. Current efforts to track bias suggest that it is prevalent among automated decision-making systems. Experts in the field expect these biases will persist, with 68% saying ethical principles focused primarily on the public good will not be employed in most automated decision-making systems by 2030, and 37% saying the negatives will outweigh the positives. Regardless, experts anticipate use of these systems to only become more prevalent over time.

California has required the newly formed California Privacy Protection Agency to regulate consumer access and opt-out rights regarding automated decision-making technology, including profiling. Colorado and Virginia have passed similar opt-out provisions for profiling, along with requirements for completing data protection assessments where personal data is processed for

372 See, e.g., Allen, supra note 362 (quoting Prof. Frank Pasquale: “We have a law that only covers one source of health information. They are rapidly developing another source”); Adam Tanner, How Data Brokers Make Money Off Your Medical Records, Sci. Am. (Feb. 1, 2016), https://www.scientificamerican.com/article/how-data-brokers-make-money-off-your-medical-records/ (re-identifying medical data that was de-identified at the time of purchase); Ctr. for Applied A.I. at Chi. Booth, Algorithmic Bias Playbook 1 (2021), https://www.ftc.gov/system/files/documents/public_events/1582978/algorithmic-bias-playbook.pdf (“Algorithmic bias is everywhere. Our work with dozens of organizations – healthcare providers, insurers, technology companies, and regulators – has taught us that biased algorithms are deployed throughout the healthcare system, influencing clinical care, operational workflows, and policy.”).

373 See Hurley & Adebayo, supra note 364, at 1 (“The credit scoring industry has experienced a recent explosion of start-ups that take an ‘all data is credit data’ approach, combining conventional credit information with thousands of data points mined from consumers’ offline and online activities.”).

374 See Smith and Rustagi, supra note 281 (finding of 113 biased systems, 44% demonstrate gender bias, 25% demonstrate both gender and racial bias).


profiling purposes.\textsuperscript{379} In the context of insurance, as of 2017 at least twenty (20) states had banned use of “price optimization,” whereby predictive models can impact consumers’ premiums.\textsuperscript{380}

To prevent the unfair and deceptive practice of using automated decision-making systems without providing adequate notice, the Commission should adopt rules defining and requiring meaningful notice to consumers prior to the use of those systems. The Commission has recently taken action where consumers were harmed by the lack of notice of the use of automated decision-making.\textsuperscript{381} However, it has not explicitly required that companies provide notice where an automated decision-making system has been used.\textsuperscript{382}

\textsuperscript{381} See, e.g., Complaint at 6, In re Everalbum, Inc., FTC File No. 1923172 (2021), https://www.ftc.gov/system/files/documents/cases/everalbum_complaint.pdf (“As described in Paragraph 9, Respondent represented, directly or indirectly, expressly or by implication, that Everalbum was not using face recognition unless the user enabled it or turned it on.”); Complaint at 6, United States v. Facebook, 456 F. Supp. 3d 115 (D.D.C. 2019) (No. 19-cv-2184), https://www.ftc.gov/system/files/documents/cases/182_3109_facebook_complaint_filed_7-24-19.pdf (“Finally, in April 2018, Facebook updated its data policy to explain that Facebook would use an updated facial-recognition technology to identify people in user-uploaded pictures and videos ‘[i]f it is turned on,’ implying that users must opt in to use facial recognition. Contrary to the implication of this updated data policy, however, tens of millions of users who still had an older version of Facebook’s facial-recognition technology had to opt out to disable facial recognition.”).
\textsuperscript{382} Compare Andrew Smith, Using Artificial Intelligence and Algorithms, FTC Bus. Blog (Apr. 8, 2020), https://www.ftc.gov/news-events/blogs/business-blog/2020/04/using-artificial-intelligence-algorithms (prohibiting misrepresentation for direct customer interaction with chatbots and fake profiles but not requiring disclosure of use of AI in all contexts) and Jillson, supra note 312 (pointing to the Commission’s Facebook and Everalbum actions as examples of users being deceived about their level of control of data collection for training an AI, but not explicitly stating that companies must disclose that an AI is in use), with Competition & Mkts. Auth., Algorithms: How they can reduce competition and harm consumers, GOV.UK (Jan. 19, 2021), https://www.gov.uk/government/publications/algorithms-how-they-can-reduce-competition-and-harm-consumers/algorithms-how-they-can-reduce-competition-and-harm-consumers (“If consumers are not aware that [AI-powered personalization] is occurring, or if it gives rise to unfair distributive effects or harms consumers who are vulnerable, it is more likely to be exploitative….In addition, misleading and aggressive practices are prohibited. This includes omission of material information from consumers which impairs their ability to make an informed choice.”).
2.3. It is an unfair practice to use one-to-many facial recognition, emotion recognition, or other biometric technologies for commercial surveillance.

Responsive to questions 53, 55, 56, 58, 60.

The Commission should promulgate a rule prohibiting the commercial use of one-to-many facial recognition and emotion recognition systems in view of the significant and inevitable harms these tools inflict on consumers.

Commercial use of facial recognition technology causes substantial injury to consumers. Each stage of the facial recognition process poses serious harms to consumers. The first phase is detection, where an algorithm is “trained” to learn how to recognize a face. Then the software will analyze or verify the information, and finally compare it with a database of photos, often from a variety of sources for identification. Facial analysis is distinct from facial recognition. “Whereas facial recognition matches a face to a specific identity, facial analysis uses a facial image to estimate or classify personal characteristics such as age, race, or gender.” Many facial recognition systems rely on machine learning, and the process is fluid: “[I]f the technology detects a face, an algorithm then matches and compares the template to that of another photo and calculates their similarities.”

Harms can result from the photos initially fed into the database or how the algorithm informing the analysis and recognition fails to accurately identify certain faces. A study from National Institute of Standards and Technology (“NIST”) analyzed the facial recognition algorithms of a “majority of the industry” and found the software up to 100 times more likely to return a false positive for a non-white individual than for a white individual. Specifically, NIST found “for one-to-many
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386 Id. at 5.

matching, the team saw higher rates of false positives for African American females,” a finding that is “particularly important because the consequences could include false accusations.” A separate study by Stanford University and MIT, which looked at three widely used commercial facial recognition tools, found an error rate of 34.7% for dark-skinned women compared to an error rate of 0.8% for light-skinned men. Relatedly, the classifications themselves “can limit understanding of how FRTs perform across groups that are not accounted for by commonly used classification systems,” increasing exposure for marginalized groups to machine-based discrimination.

In the absence of accountability and regulation, the risks and harms of facial recognition have proliferated in commercial settings. Commercial applications of facial recognition range from secure access and safety to photo identification, marketing services, payment, and attendance tracking for events. Facial recognition has been used to identify consumers in retail settings, at concerts, and other public events. But these systems are often coupled with risky retention and data security practices and exhibit inaccuracy and bias, which can reify harmful racial stereotypes. Moreover, one-to-many facial recognition diminishes an
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395 See FRT in the Wild, supra note 390, at 9 (“FRTs can rely on large stores of valuable personal data and biometric information, making these systems the target of data theft attacks.”).
individual’s ability to remain anonymous in public and causes personal information to be “used, shared, or sold in ways that consumers do not understand, anticipate or consent to.”

One company increasing its facial recognition use is PopID, which offers facial recognition technology for buildings and events (PopEntry) and payments (PopPay). PopID recently announced that “over 100 different restaurant and retail brands (both small businesses and chains) now accept its payment product.” As of last year, the product had 70,000 registered users and had been employed to authenticate faces “over four million times.”

**Facial recognition technology is increasingly unavoidable.** It is exceedingly difficult for a consumer to avoid the consumer surveillance harms associated with facial recognition technology. There is little a consumer can do to prevent or avoid the capture or use of their image by a private company for facial recognition purposes. Participation in society often exposes one’s images in public spaces and online, but facial recognition technology nearly eliminates an individual’s ability to control the disclosure of their identity to others, posing unique harms. These systems “can be quickly deployed using face data available online and inexpensive camera systems. Such easy deployment enables the mass collection of personal information without consent.” Additionally, there is insufficient information available about the details or even existence of facial recognition uses in commercial
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396 See id. at 8 (“[D]eploying face recognition systems on video surveillance networks can enable mass surveillance that erodes the ability to be anonymous in a public space.”).
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401 FRT in the Wild, supra note 390, at 7.
settings. Therefore, individuals cannot reasonably avoid, nor “protest or seek redress to harm for decisions that are informed by FRTs they do not know about.”

Commercial use of facial recognition does not confer countervailing benefits on consumers or competition that outweigh the substantial injury it causes to consumers. Arguable upsides to consumers include quicker and more secure entry to places of business or registering for events, and safety and fraud protection at ATMs or while logging onto online accounts. However, there are substantial dark spots in the security, and maintaining databases of personal information poses increased risks to privacy and security because “FRTs can rely on large stores of valuable personal data and biometric information, making these systems the target of data theft attacks.” And research identifying pervasive accuracy and bias issues in facial recognition technology calls into question the value of such systems to consumers.

Alleged competitive benefits range from security to advertising benefits. The advertising and marketing sector is increasingly using facial recognition to track consumer behavior for customized ads online. However, these potential benefits are far outweighed by the security risk, discriminatory effects, and general ineffectiveness of facial recognition technology. In June, Microsoft announced that it would restrict use of its facial recognition software and stop offering certain automated tools for “detecting, analyzing and recognizing faces.” Microsoft sells its “Face API” technology to companies across sectors, including Uber. Meta also shut down its facial recognition software last year due to privacy, and broader
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402 Id. at 8.
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societal concerns. Moreover, there is a high upfront cost for the technology itself and increased liability under the Illinois Biometric Information Privacy Act and other developing biometric data laws. Facial recognition technology lacks sufficient benefits to outweigh the harms it causes in the commercial setting.

The use of emotion recognition technology in security, education, employment, and other contexts is an unfair practice that causes substantial injury. Emotion recognition technology is a growing industry that uses AI to detect emotions from various facial expressions and cues. Privacy, civil liberties, and discrimination-based harms can result from commercial use of emotional recognition technology. Despite research suggesting its use is inaccurate, unfair, and susceptible to misuse, companies continue to sell and use emotion recognition software. “Job applicants are being judged unfairly because their facial expressions or vocal tones don’t match those of employees; students are being flagged at school because their faces seem angry.”

Algorithms often fail to capture the complexity of human emotion when used in the real world. For instance, data shows that people only scowl approximately 30% of the time when they are angry, so if an algorithm views a scowl as a necessary component of anger, it will be wrong about 70% of the time. In the commercial context, companies employ emotion recognition systems to generate “employability” scores for job applicants, analyze the impact of advertisements and

the emotional status of customers, and attempt to detect shoplifters. These systems all rely on algorithms based on early research that proposed the existence of universal emotions and a strong correlation between emotion and facial expression. However, a 2019 meta-analysis of the relevant scientific literature revealed that there is actually no reliable evidence that an individual’s emotional state can be inferred from their facial movements. Emotion recognition technology is unable to “confidently infer happiness from a smile, anger from a scowl, or sadness from a frown” because it glosses over cultural and social contexts.

Harms stemming from emotion recognition can be unique to a certain demographic or gender. For example, since women are often socialized to smile in the workplace in order to avoid negative repercussions, a smile is not a reliable indicator of actual happiness or agreement. Emotion recognition systems do not consider other factors such as an individual’s body movement, personality, and tone of voice in their perception of emotion, and cannot even distinguish between the meanings of an intentional wink and an involuntary blink. Emotion detection technology also may lead to harmful racial stereotypes. These algorithms have racist tendencies, frequently assigning the faces of Black men more negative and threatening emotions than White men regardless of how much they smiled. One software system, Face++, rates Black faces twice as angry as their White

415 Barrett et al., supra note 314, at 46.
416 Id.; see also Gifford, supra note 414.
counterparts, and Microsoft’s Face API scores Black faces three times more “contemptuous” than White faces.420

A consumer cannot avoid harms resulting from emotion recognition technology because they may not understand the mechanism and cannot control how their emotional markers or other biometric data are categorized. Biometric categorization systems, which attempt to link an individual’s biometric data to certain traits and proclivities, are similarly based on false assumptions and threaten dangerous repercussions. Far from an objective method of analysis, biometric categorization harkens back to the dark days of phrenology and physiognomy, when researchers attempted to draw inferences on an individual’s character from their skull measurements and facial features. 421 These pseudoscientific techniques were used to fuel nationalism, white supremacy, and xenophobia, and the spurious science behind new biometric technologies threatens to entrench these same insidious power structures.422 At least one company currently offers automated services that predict how likely someone is to be a terrorist or pedophile based only on facial features, and other researchers have claimed algorithms that can predict autism, detect a person’s sexuality, or predict a person’s likelihood of engaging in criminal behavior just from analyzing their face.423

420 Id.
422 Id.
Moreover, since predictive algorithms rely heavily on historical data, they tend to reproduce traditions and practices of the past that have been unjust to marginalized individuals. For instance, algorithms that purport to predict the likelihood of a person’s criminality are trained using data from racist criminal justice systems that punish people of color at disproportionate rates, which results in a similarly racist algorithm.\(^{424}\) Similarly, attempting to use biometric data to determine an individual’s sexuality is not only methodologically flawed, but may also be used to discriminate against people believed to be gay.\(^{425}\) Biometric technologies also frequently operate in trans-exclusive ways, since scientists inevitably use their own perceptions of gender to train their algorithms to recognize various traits, which means that these systems are infused with dominant norms and stereotypes.\(^{426}\) Ultimately, biometric categorization systems tend to subject anyone whose appearance deviates from imposed norms to heightened scrutiny, resulting in larger burdens on people of color, gender minorities, and people with disabilities.\(^{427}\)

**Potential benefits to the consumer or competition do not outweigh the many harms of emotion recognition technology.** Many software companies claim high rates of accuracy but refuse to produce evidence that proves these automated
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\(^{427}\) See Wevers, *supra* note 426.
techniques actually work, and other research has demonstrated how easy it is to “trick” these algorithms into perceiving certain emotions that don’t reflect how an individual is truly feeling.\textsuperscript{428} These systems are ineffective and often prone to error.\textsuperscript{429} People will “bear the costs of systems that are not just technically imperfect, but based on questionable methodologies.”\textsuperscript{430} Emotion recognition programs threaten individual privacy and freedom of thought by constantly surveilling a person’s demeanor and forcing people to act according to an algorithm’s idea of “mainstream” behavior in order to avoid getting flagged.\textsuperscript{431}

There is also danger of discrimination when automating “mainstream” behavior. “These tools can take us back to the phrenological past, when spurious claims were used to support existing systems of power.”\textsuperscript{432} For example, the employment and hiring software company HireVue disbanded its use of facial analysis in its facial and emotional recognition algorithms due to concerns of bias in job interviews.\textsuperscript{433} In particular, “cultural biases can result in harmful discrimination for qualified candidates whose facial movements are judged unfavorably by a machine.”\textsuperscript{434} There are ongoing questions in the industry and scientific communities about whether facial expressions are an accurate or reliable indicator of emotions.\textsuperscript{435} The inaccuracy and high risk involved with commercial use of emotion recognition technology does not benefit competition more than it harms consumers.

**The commercial use of facial recognition and emotion recognition technologies is prevalent.** The Commission has the authority to issue a rule banning the unfair use of one-to-many facial recognition and emotional recognition technologies because that use is prevalent. The commercial market for facial recognition technology is growing. It is used broadly for identification on smartphone applications (including for payment services on smartphones).\textsuperscript{436}

\textsuperscript{428} Heaven, supra note 418; Vincent, supra note 425.  
\textsuperscript{429} See Crawford, supra note 411.  
\textsuperscript{430} Id.  
\textsuperscript{431} Teh, supra note 417.  
\textsuperscript{432} Crawford, supra note 411.  
\textsuperscript{434} FRT in the Wild, supra note 390, at 9.  
\textsuperscript{435} Hill, supra note 405.  
\textsuperscript{436} GAO Facial Recognition Report, supra note 385, at 10.
airlines,\textsuperscript{437} in schools and universities,\textsuperscript{438} and mass surveillance in commercial settings like stadiums and arenas.\textsuperscript{439} According to a recent Government Accountability Office report, “Market research, patent data, and the growing number of vendors participating in NIST vendor tests all suggest that the number and types of businesses that use facial recognition technology are increasing.”\textsuperscript{440} In the next two years, revenue for the global facial recognition technology market is projected to increase from $7 to $10 billion.\textsuperscript{441} Additionally, the number of facial recognition related patents granted have increased and expanded into various industries including: “technology, retail, entertainment, insurance, and telecommunications companies, among others.”\textsuperscript{442}

Emotion detection and recognition is also a growing, multi-billion-dollar industry.\textsuperscript{443} Under current trends, the market is expected to rise to $56 billion by 2024.\textsuperscript{444} The technology is widely deployed in various areas of commerce. In addition to hiring and human resources applications,\textsuperscript{445} emotion recognition is also used for advertising and marketing. CBS, Unilever, Mars, and Kellogg’s have used it


\begin{footnote}{\textsuperscript{438} See John S. Cusick & Clarence Okoh, \textit{Why Schools Need to Abandon Facial Recognition, Not Double Down On It}, Fast Company (July 23, 2021), https://www.fastcompany.com/90657769/schools-facial-recognition; GAO Facial Recognition Report, \textit{supra} note 385, at 12 (“[S]ome schools and universities use the technology to identify students in the classroom and keep track of their course attendance. In addition, one market research report stated that many educational institutions are using the technology to manage and authenticate the identities of students throughout online sessions, examinations, and certification activities.”).} \end{footnote}

\begin{footnote}{\textsuperscript{439} See Draper, \textit{supra} note 394.} \end{footnote}

\begin{footnote}{\textsuperscript{440} GAO Facial Recognition Report, \textit{supra} note 385, at 8–9.} \end{footnote}

\begin{footnote}{\textsuperscript{441} \textit{Id.}} \end{footnote}

\begin{footnote}{\textsuperscript{442} \textit{Id.}} \end{footnote}

\begin{footnote}{\textsuperscript{443} Alexa Hagerty & Alexandra Albert, \textit{AI Is Increasingly Being Used To Identify Emotions – Here’s What’s At Stake}, Conversation (Apr. 15, 2021), https://theconversation.com/ai-is-increasingly-being-used-to-identify-emotions-heres-whats-at-stake-158809.} \end{footnote}


\begin{footnote}{\textsuperscript{445} See Fortune, \textit{supra} note 433.} \end{footnote}
for branding and advertisement development.\textsuperscript{446} Disney, for example, has used emotion recognition to record facial expressions and infer audience reactions during movies and has deployed the technology at theme parks and restaurants to understand guest experiences.\textsuperscript{447} Emotion recognition technology is also increasingly being considered for healthcare settings.\textsuperscript{448}

To prevent the many serious and systemic harms that both technologies inflict on individuals, the Commission should adopt a categorical ban on commercial uses of one-to-many facial recognition and emotion recognition systems. Commercial use of one-to-many facial recognition is particularly dangerous: apart from its well documented history of bias and inaccuracy, the core function of the technology is inherently injurious to consumers. And research suggests that AI systems will never be able to classify human behavior accurately and consistently because human behavior is inherently open-ended, fluid, and ambiguous, rendering our behavioral pathways too complex and unpredictable for an automated system to grasp.\textsuperscript{449} Because it is not possible to simply reform these technologies to be less biased or more accurate, their use in commercial settings should be banned in order to protect privacy, freedom, and civil rights.


\textsuperscript{449} Birhane, \textit{supra} note 424.
3. Discrimination

Responsive to questions 65–72.

3.1. It is an unfair practice to discriminate in or otherwise make unavailable the equal enjoyment of goods or services on the basis of race, color, religion, national origin, sex, sexual orientation, disability, or other protected characteristics.

As discussed in many sections of these comments, commercial surveillance systems and automated decision-making systems can lead to discrimination harms. Targeting and profiling systems are designed to divide, segment, and score individuals based on their characteristics, their demographics, and their behaviors. In many cases, this means that consumers are sorted and scored in ways that reflect and entrench systematic biases. Automated decision-making systems can facilitate or exacerbate discrimination harms. Extensive research has established racial and gender bias in numerous facets of the commercial surveillance ecosystem.

EPIC supports the comments of the Lawyers’ Committee for Civil Rights Under the Law and joins its call to the Commission to prohibit discrimination as an unfair practice under the FTC Act; to recognize a diverse array of protected characteristics; and to prohibit any commercial surveillance practices that result in discrimination—including targeted advertising.

The following section answers the Commission’s specific questions regarding discrimination.

3.2. Responses to questions 65–72 regarding discrimination based on protected categories.

Question 65. How prevalent is algorithmic discrimination based on protected categories such as race, sex, and age? Is such discrimination more pronounced in some sectors than others? If so, which ones?

The prevalence of algorithmic discrimination in U.S. commerce is hard to precisely quantify because commercial algorithms are often treated as proprietary and competitive information and withheld as industry trade secrets.\textsuperscript{450} Nevertheless,

\textsuperscript{450} Id. at 1501–02; see also Simson Garfinkel, A Peek at Proprietary Algorithms, 105 Am. Scientist 326 (2017), https://www.americanscientist.org/article/a-peek-at-proprietary-algorithms.
legal, media, and scholarly sources demonstrate that algorithmic discrimination based on protected characteristics is widespread.\textsuperscript{451}

Commercially marketed algorithms and algorithmic products can be divided broadly into two groups based on the applicability of federal anti-discrimination laws.\textsuperscript{452} The first group of commercial algorithms are those used by entities subject to sector-specific federal anti-discrimination laws: algorithms meant to optimize decisions to extend credit, housing, employment, and healthcare. The second group includes commercial algorithms deployed across different sectors that may violate federal anti-discrimination laws depending on the context. This group includes algorithms used to enhance marketing and surveillance capabilities, such as targeted advertising and facial recognition technology.\textsuperscript{453}

This section provides information about the prevalence of several different types of algorithmic discrimination that violate federal law, including: (1) credit discrimination, (2) discrimination enabled by targeted advertising, (3) discrimination enabled by biometric data, and (4) healthcare discrimination.

**Credit discrimination.** Federal law prohibits discrimination in access to credit based on certain protected characteristics.\textsuperscript{454} The incidence of algorithmic discrimination


\textsuperscript{452} Protected classes under federal law include racial, ethnic, religious, and national minorities; women; seniors; and people with certain disabilities or pre-existing medical conditions. Protections are generally limited to discrimination in access to credit, housing, employment, public accommodation, public education, healthcare programs receiving federal assistance, and jury service; and access to employment and insurance based on genetic information. See Mark MacCarthy, *Fairness in Algorithmic Decision-making*, Brookings Inst. (Dec. 6, 2019), https://www.brookings.edu/research/fairness-in-algorithmic-decision-making/.


discrimination in both credit scoring and lending decisions is well documented and prevalent.

Credit scoring algorithms. Credit scoring algorithms have in some cases been shown to discriminate based on ethnicity and race.\textsuperscript{455} According to a study on credit data, majority-Black communities and majority-indigenous communities had the lowest median credit scores.\textsuperscript{456} Research has found that credit data excludes information about the 1 in 10 U.S. adults who do not have a credit profile, a disproportionate amount of whom are people of color.\textsuperscript{457}

Studies have found that people of color are given lower credit scores because proxies for creditworthiness used by the algorithm disproportionately affect people of color.\textsuperscript{458} For example, Fannie Mae and Freddie Mac still require mortgage lenders to use the Classic FICO model, a credit scoring algorithm that was developed in the 1990s that has historically favored White borrowers by rewarding traditional measures of credit.\textsuperscript{459} Traditional measures of credit include an individual’s history of consistent credit and loan repayments and any negative financial performance, such as foreclosures and bankruptcies.\textsuperscript{460}

Credit pricing algorithms. According to a 2019 study, algorithmic discrimination against Black and Latine/Latinx borrowers also occurs in mortgage

\textsuperscript{455} See Citron & Pasquale, \textit{supra} note 315, at 14–15.
loan pricing. For example, the study found that algorithmic lenders charged Black and Latine/Latinx borrowers considerably more in interest for home purchase and refinance mortgages by 7.9 and 3.6 basis points, respectively. The study estimated that the cost of extra interest resulting from algorithmic and in-person lending discrimination for Black and Latine/Latinx borrowers was $765 million per year. And Black and Latine/Latinx borrowers paid 5.3 basis points and 2.0 base points more in interest for home purchase mortgages and refinance mortgages originated online, respectively.

Discrimination in targeted advertising. Left unregulated, targeted advertising carries a high risk of algorithmic discrimination. Most of the advertisements that consumers see online are driven by tracking and profiling systems that use algorithms. In 2021, Google was the largest online ad seller in the United States, accounting for 28.6% of the country’s total annual online advertising revenue. Facebook and Amazon followed, accounting for 23.8% and 11.3%, respectively. The impact of algorithmic targeting has been especially damaging to individuals seeking housing and employment because these systems have been used to enable discriminatory marketing.

Between 2016 and 2018, five employment and credit discrimination actions were brought against Facebook by civil rights groups, a national labor organization,
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As part of the resulting settlements, Facebook agreed to launch a different advertising portal for credit, housing, and employment ads that would exclude options to place ads based on gender, age, religion, race, “ethnic affinity,” or ZIP code. However, in November 2019, Facebook was sued again by consumers for discriminating against older and female users by withholding ads for financial services such as bank accounts, insurance, investments and loans based on age and gender. In December 2019, a study showed that bias persisted in Facebook’s modified algorithm because it still relied on proxies that correlated with age or gender. Yet again, in April 2021, The Markup found discriminatory credit ads from several companies that targeted specific age group of users.

In June 2022, the Department of Justice and Meta (Facebook’s parent company) entered into a settlement that resolved allegations that the company’s advertising algorithms discriminated against consumers based on characteristics protected under the Fair Housing Act. In its complaint, the DOJ alleged that

---


Meta’s advertising algorithm violated the FHA by “steering ads for housing in majority-White neighborhoods disproportionately to White users and steering ads for housing in majority-Black neighborhoods disproportionately to Black users.”

**Discrimination using biometric data.** The use of biometric identification and evaluation systems in employment and other settings also poses a significant risk of discrimination on the basis of protected characteristics. In 2019, EPIC filed a complaint with the FTC urging the Commission to investigate HireVue, a hiring software that uses voice analysis (and previously facial recognition) to score applicants based on automated interviews. On May 12, 2022, the DOJ and the U.S. Equal Employment Opportunity Commission jointly issued guidance to employers explaining that AI-powered hiring tools, including video interviews, can violate both biometric data laws and the Americans with Disabilities Act. The DOJ and EEOC explained that video interviewing software that evaluates candidates’ skills and abilities based on their facial expressions and speech patterns could unfairly discriminate against disabled candidates.

**Healthcare discrimination.** Federal law prohibits discrimination in access to healthcare based on certain protected characteristics. The increasing prevalence of clinical algorithms in health care is well documented. Algorithms are often used

---

with the intention of optimizing drug research and development, improving medical treatment, deploying medical devices, and streamlining operations. However, the incidence of algorithmic discrimination in clinical decisions has also been well documented, and a systemic review of the issue by the Agency for Healthcare Research and Quality, an agency of the Department of Health and Human Services, is underway. The potential for bias in healthcare settings is especially troubling given that skewed decisions and recommendations can lead to mistreatment and bodily harm.

In 2020, the New England Journal of Medicine identified racial bias in clinical algorithms across different medical specialties: (1) Black patients at a hospital were disproportionately categorized at lower risk of fatal heart risk failure, which could have raised the threshold for expending resources for Black patients; (2) Black patients were categorized as having better kidney functions, which could have delayed referral to specialist care or listing for kidney transplant; (3) Black patients presented to the emergency department with flank pain were categorized at lower risk of kidney stones, which could have discouraged evaluation for kidney stones in Black patients; (5) Black and Latine/Latinx patients who had previously undergone a C-section were categorized at higher risk for complications during vaginal deliveries, excluding them from the possible health benefits of vaginal deliveries; and (6) Black patients were categorized at lower health risk than White patients with the same health level because the algorithm assigned risk scores based on past health care spending.


Question 66. How should the Commission evaluate or measure algorithmic discrimination? How does algorithmic discrimination affect consumers, directly and indirectly? To what extent, if at all, does algorithmic discrimination stifle innovation or competition?

Question 70. How, if at all, would restrictions on discrimination by automated decision-making systems based on protected categories affect all consumers?

Algorithmic discrimination affects consumers both directly and indirectly. Discriminatory algorithmic practices reduce innovation and competition, encourage monopolies and market control, and induce systemic unfairness and inequity.

Algorithmic discrimination affects consumers both directly and indirectly. Consumers interact with algorithms constantly. Discriminatory algorithms impact those who are discriminated against directly (e.g., job applicants) as well as those who are indirectly harmed (e.g., employers—“consumers” of job applicants in the labor market—who lose access to highly qualified job applicants screened out on discriminatory grounds).

When searching for employment, algorithms can influence which jobs are shown to the applicant. Even if a job is shown to the applicant, other algorithms may predict the candidate’s desired salary and assess whether the candidate meets minimum qualifications. These predictive systems often rely on prior hires as data, which can reinforce existing institutional biases. In addition to employers, insurance companies use algorithms to calculate appropriate insurance premiums, taking into account various risk variables. If the algorithm determines that an applicant lives in a majority-minority area, the rate may be higher compared to an applicant in a White neighborhood even if other factors are the same. Landlords use tenant screening algorithms, which often erroneously flag applicants as having criminal backgrounds. These examples are just the tip of the iceberg of algorithmic discrimination.
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discrimination. Direct discrimination is also present in education,\textsuperscript{488} access to credit,\textsuperscript{489} and healthcare,\textsuperscript{490} and other fields.

Even those consumers who are not the direct targets of discrimination can be indirectly harmed by such practices—such as an employer who loses out on qualified job applicants who are screened out, based on protected characteristics, by a third-party algorithm. Further, the use of algorithms to make profiling-based decisions will likely lead to an uneven chilling effect on certain populations.\textsuperscript{491} Algorithmic decision-making leads to traditional chilling—the self-censorship of action—and an indirect social chilling where behavior is not just prevented or allowed but shaped in a certain way.\textsuperscript{492} The sale and repurposing of personal data also contributes to individual reticence to participate in certain activities.\textsuperscript{493} Thus, individuals may be guided towards certain activities and chilled from participation in others.

Additionally, the use of profiling and decision-making algorithms has two other adverse effects on consumers. First is the privatization of public decisions,\textsuperscript{494} such as which individuals are considered ‘risky.’ Second is the normalization of discrimination, as the lack of human control over algorithms and the lack of a ‘mind’

\textsuperscript{492} See id. at 1479–87.
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or *mens rea* tends to reduce the perceived moral harm of algorithmic discrimination compared to human discrimination.\(^{495}\)

**Algorithmic discrimination stifles innovation and competition.** Algorithms provide new opportunities for anti-competitive collusion since algorithms can lead to tacit “agreement” without human interaction.\(^{496}\) One example is price discrimination: sellers often use similar data sets leading to tacit collusion between algorithms.\(^{497}\) This can lead to price fixing, as algorithms “discover” that coordinating prices is an effective method to maximize profits.\(^{498}\)

Algorithmic systems can also act as market gatekeepers and reduce competition by excluding outsiders or altering rankings to minimize competition in-market.\(^{499}\) These actions reduce the incentive for companies to innovate and reduce the overall competitive nature of the marketplace.

**Restrictions on discrimination by automated decision-making systems would benefit all consumers.** Properly regulated, algorithm developers and controllers would implement controls to ensure that their algorithms do not discriminate against protected classes. Rules to this end stand to benefit all consumers and market participants by promoting fairness and equity in the market.

Even where algorithms rely on facially neutral personal traits—for example, income, hobbies, or spending habits—they may nevertheless cause disparate impact

---


\(^{497}\) Id. at 16.


\(^{499}\) U.K. Competition & Mkts. Auth., *supra* note 382.
by relying on proxies for protected characteristics.\textsuperscript{500} Traditional proxy discrimination is exemplified by practices such as redlining, wherein facially neutral proxies (e.g., a ZIP code) enable discrimination.\textsuperscript{501} Depending on the design process for an algorithm, proxies for protected characteristics may develop without human input.\textsuperscript{502} For example, Amazon used automated employment screening software that developed proxies for screening out women.\textsuperscript{503} The system “learned” to discriminate against women based on proxies like attendance at an historically women’s college or participation in a women’s chess club.\textsuperscript{504}

Disparate impacts from algorithms can negatively affect market participants at all levels, even though employees and other consumers subject to discriminatory impact are the ones most directly affected. An employer like Amazon may be harmed if, due to a discriminatory algorithm, the employer is deterred from fully considering well qualified applicants. This type of discrimination also affects consumers as a whole: the job market is less efficient and competitive if an algorithm effectively bars strong applicants from consideration. It is therefore critical for all consumers that the Commission’s rule on commercial surveillance prohibit disparate impact\textsuperscript{505}—not merely decision-making expressly based on membership in a protected class.

Algorithmic discrimination is pervasive in modern commerce. It affects consumers indirectly and directly. It reduces innovation and competition and encourages monopolies and market control. Given the rapidly evolving nature of algorithms and their cross-cutting commercial applications, the Commission should

\textsuperscript{501} Id. at 1268–69.
\textsuperscript{502} Id. at 1262–64, 1275–76.
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develop new anti-discrimination rules rather than expecting existing structures to do the job.

Question 67. How should the Commission address such algorithmic discrimination? Should it consider new trade regulation rules that bar or somehow limit the deployment of any system that produces discrimination, irrespective of the data or processes on which those outcomes are based? If so, which standards should the Commission use to measure or evaluate disparate outcomes? How should the Commission analyze discrimination based on proxies for protected categories? How should the Commission analyze discrimination when more than one protected category is implicated (e.g., pregnant veteran or Black woman)?

As algorithmic discrimination has grown prevalent, the dangers have become more pronounced. And yet consumers remain largely powerless against algorithmic discrimination and the harms it causes—particularly to people of color, women, and low-wage workers. 506 The Commission should promulgate rules to combat algorithmic discrimination and stop unfair and deceptive business practices. 507

There is mounting evidence of algorithmic discrimination in employment, online advertising, credit, healthcare, and housing. This discrimination can often be categorized in one of three ways: denial of a benefit, exclusion from opportunity, or predatory targeting. 508 Algorithms can change society by perpetuating, reinforcing, or surfacing discriminatory patterns, leading to disparate outcomes, over-monitoring, and over-policing. 509

This is a problem of increasing importance as algorithms have grown in prominence. The artificial intelligence market has doubled in the last year, with

507 For FTC authority, see 15 U.S.C. § 45(n).
509 See Mann & Matzner, supra note 506; see generally Noble, supra note 18.
private investment reaching $93.8 billion.\textsuperscript{510} Google alone has reportedly collected information on 70% of American credit and debit transactions.\textsuperscript{511} Unfair and deceptive business practices are now so prevalent that the Commission must promulgate rules rather than rely on case-by-case adjudication to develop standards. The time to act is now. As algorithmic complexity increases and the use of big data becomes more ubiquitous, it will be more difficult to identify, control for, and combat algorithmic discrimination.

We lay out our specific recommendations for rules concerning algorithmic discrimination in the previous section. However, we highlight two points here: the need for the Commission to adopt a disparate impact standard and the need for an effective rule to account for intersectional discrimination.

Rather than focusing narrowly on discriminatory intent when evaluating the fairness of an algorithm, the Commission should focus on disparate impact, which turns on the effects of an algorithm. As discussed below, many federal civil rights laws provide for consideration of disparate impact. Disparate impact results from practices, or in this case algorithms, that may be facially neutral but nevertheless have a discriminatory effect. Given the challenges in identifying differential treatment and discriminatory intent, an approach that focuses on disparate impact will be more successful in preventing discrimination than would a traditional discriminatory intent framework.

The Commission should borrow from existing civil rights statutes to develop a rule that prohibits algorithms causing disparate outcomes, regardless of discriminatory intent. Title VII of the Civil Rights Act prohibits discrimination by employers that causes disparate impact based on race, sex, national origins, color, or religion if the practice is not “job related for the position in question and consistent with business necessity” and if there is no alternative employment practice that


would meet the needs of the employer without causing the disparate impact. The Equal Credit Opportunity Act also relies on a disparate impact standard, as does the Fair Housing Act.

A disparate impact analysis for commercial algorithms could entail a three-stage inquiry: first, whether the algorithm disproportionately impacts a protected class; second, whether the algorithm serves a valid purpose; and third, whether there are alternative approaches that could achieve the legitimate objective with a less disparate impact. Success at the first stage may be complicated by a lack of reliable data or other evidence (one reason why the FTC should include in its proposed rule a provision that requires greater algorithmic transparency). In the second stage, a business would need to demonstrate that its algorithm achieved a legitimate objective; and in stage three, a company would need to show it had no alternative model with equivalent predictive value but a lesser impact on the protected classes. Adopting this approach would also guard against the reliance of algorithms on proxies.

It is also important for the Commission to account for intersectionality: the ways in which patterns or systems of inequality can combine to affect individuals or groups who are multiply marginalized. Leading scholars including Professor Kimberlé Crenshaw have shown that when there are two forms of discrimination—for example, discrimination based gender and race, or gender and sexuality—the harms are compounded. In Algorithms of Oppression, Dr. Safiya Noble described
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how a Google search for “Black girls” produced search results of sexualized images and porn websites.519 Meanwhile a search for “beautiful” produced images of almost exclusively White women in bikinis or lingerie. After this critique, Google adjusted its algorithm and the results improved, suggesting there was no justifiable basis for the disparate impact. In developing standards for identifying and preventing disparate impact, the Commission must be mindful of the special harms that can result from intersectional discrimination.

The Commission should promulgate rules to limit and prevent harm to consumers caused by algorithmic decision-making, a practice that increasingly exposes marginalized individuals to discrimination without their knowledge. Whether intentionally discriminatory or not, such algorithms can have discriminatory outcomes that the FTC has a responsibility to mitigate and eliminate. The Commission should ensure greater transparency, safeguard against potential harm, and create an environment in which algorithmic decision-making can instead, in Commissioner Slaughter’s words, promote economic and social justice by “distributing opportunity more broadly, resources more efficiently, and benefits more effectively.”520

Question 68. Should the Commission focus on harms based on protected classes? Should the Commission consider harms to other underserved groups that current law does not recognize as protected from discrimination (e.g., unhoused people or residents of rural communities)?

Commercial surveillance has transformed the way that consumers participate in the economy. By its nature, a commercial surveillance economy exploits consumers.521 A lack of regulation has facilitated the unrestrained extraction of consumer data, which has led to the widespread use of statistical models and

520 Slaughter, supra note 508.
521 See Zuboff, supra note 16, at 8 (explaining that consumers are the sources from which the informational “surplus” is extracted and that the true customers are the firms that purchase it).
algorithmic tools to bend consumer behavior to the corporate will.\textsuperscript{522} Consumers are increasingly the subject of harmful algorithmic decision-making that can neither be verified nor contested.\textsuperscript{523} Though we may not yet fully realize the extent of consumer harms, it is clear that consumer harms do not just exist in theory.\textsuperscript{524}

Though lack of regulation introduces new risks that impact a broad range of consumers, the Commission must give special attention to harms inflicted on protected classes. Below, we illustrate the ways in which harmful data practices further subordinate historically disadvantaged consumers and argue that practices indicating a pattern of discrimination fit squarely within the FTC’s unfairness authority.

**Algorithmic decision-making systems and other commercial surveillance practices inflict disproportionate harm on marginalized groups and individuals.** The statistical legitimization of decisions that produce disparate impact will subject historically disadvantaged consumers to systematic disadvantageous determinations in the future.\textsuperscript{525} The result is the further subordination of vulnerable and marginalized consumers.\textsuperscript{526}

For example, in the context of tenant screening algorithms, tenants’ interactions with eviction court are considered directly relevant to tenants’ ability to pay rent.\textsuperscript{527} Notably, tenant screening algorithms weigh all interactions with eviction
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court equally against the tenant, including claims in which the tenant prevailed.\textsuperscript{528} However, there exists a strong correlation between eviction court interactions and Black women.\textsuperscript{529} One reason for this correlation is that eviction proceedings are often brought against tenants who refuse to pay rent until code violations are fixed.\textsuperscript{530} Because consumers from Black communities are more likely to live in rental housing with code violations, consumers from Black communities tend to be overrepresented in the data.\textsuperscript{531} As a result, the use of tenant screening algorithms make it harder for Black communities—and for Black women specifically—to secure housing.\textsuperscript{532}

Data-based decisions can reinforce harmful feedback loops because scalability can magnify biases and errors in the underlying data and make them “more durable.”\textsuperscript{533} Data-based decisions tend to enjoy a presumption of truth;\textsuperscript{534} however, such decisions are only as good as the assumptions embedded in the data.\textsuperscript{535} A reliance on inaccurate or misrepresentative data perpetuates—and can potentially even magnify—human biases and structural and institutional inequalities existing in
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\textsuperscript{535} Charlotte A. Burrows, Comm’r, Equal Emp. Opportunity Comm’n, Remarks at the Equal Emp. Opportunity Comm’n Meeting of October 13, 2016: Big Data in the Workplace: Examining Implications for Equal Employment Opportunity Law (2016), https://www.eeoc.gov/meetings/24068/transcript [https://perma.cc/7LHT-T9FL] (“In short, the algorithms used to assess big data are only as good as the assumptions that underlie them.”).
the offline world.\textsuperscript{536} The reinforcement of harmful feedback loops is likely when algorithms rely on datasets that have missing, incorrect, or unrepresentative data.\textsuperscript{537} In addition, the magnification of harmful biases and errors is a risk when decision-making is done on a massive scale.\textsuperscript{538} While it is true that human decision-making can also produce discriminatory harms, “the impact of one biased human [decision-maker] . . . is constrained in comparison to the potential adverse reach of algorithms that could be used to exclude millions . . . .”\textsuperscript{539} Using Amazon’s hiring tool as an example, scalability amplified old patterns of biased and discriminatory hiring practices, causing the algorithm tool to perpetuate and exacerbate the existing gender gap in tech.\textsuperscript{540}

A distinct but related danger can arise as a result of algorithmic models’ design. For instance, a flawed formulation of problem the algorithm is programmed to resolve can unintentionally replicate, and even magnify, the inequitable distribution of risk that protected groups experience already as a result of systemic disparities.\textsuperscript{541} This becomes increasingly likely as the algorithm becomes more complex.\textsuperscript{542} Specifically, problems involving “[q]uestions about social life” create heightened risk because such questions are often “vague and not sufficiently operationalized into discrete variables.”\textsuperscript{543} Thus, ethical and legal challenges result

\textsuperscript{536} See \textit{e.g.}, Christopher K. Odinet, \textit{The New Data of Student Debt}, 92 S. Cal. L. Rev. 1617, 1670–73 (2019) (explaining how the “structural inequities of American society may very well only be reified through the use of ‘highly predictive’ . . . data”).
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when complex problems “must be made into questions that data science can answer.”

For example, the healthcare system relies on risk assessment algorithmic models to “identify and help patients with complex health needs.”

A study by Obermeyer et al. set out to find why the scores generated by such algorithmic models indicate that Black patients are less in need than White patients, when, in fact, Black patients are often sicker due to untreated illnesses.

The study found that some widely used models incorrectly relied on increased healthcare expenditures as a marker for greater healthcare need. Ultimately, such models predicted health care costs rather than actual need, resulting in significant racial bias against Black patients who spend less on healthcare due to “systemic disparities in healthcare access.”

Thus, the faulty formulation of the problem resulted in a feedback loop, wherein Black patients would receive less healthcare in the future because they have been denied healthcare access in the past.

The evolution of credit scoring exemplifies the feedback loop phenomenon in both off- and online contexts. Historically, the credit scoring system has been criticized for its exclusion of racial and ethnic minorities.

The use of nontraditional data by fintech lenders is advertised as promoting equal economic opportunity by extending credit access to those who are excluded under traditional credit scoring systems.

Yet the unregulated use of nontraditional data can facilitate the ability of
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lenders’ to engage in predatory lending practices, thereby replicating the structural inequalities attributed to traditional forms of credit scoring.\footnote{Slaughter et al., supra note 245, at 22; see also Rodriguez, supra note 550, at 1858 (discussing how the unfair history of credit scoring is being replicated in algorithmic decision-making).}

When determining the likelihood that a consumer will pay back their loan, fintech lenders are increasingly employing nontraditional data, such as information about a borrower’s shopping patterns, browsing habits, social media interests, text messaging habits, health records, and geolocation.\footnote{Rodriguez, supra note 550, at 1858.} For example, ZestFinance considered data such as the speed at which a loan applicant scrolled through an online terms-and-conditions disclosure.\footnote{Id. at 1859.} The faster the loan applicant scrolled, the higher the risk.\footnote{See id.} ZestFinance claimed that its “all data is credit data” approach\footnote{See Rosamond, supra note 550, at 114 (quoting N.Y. Times interview with Douglas Merrill, former ZestFinance CEO).} to credit-scoring would not only provide more accurate predictions, but would also promote economic opportunity by giving underbanked borrowers access to credit.\footnote{Id. at 117 (discussing fairness and quoting Wired UK interview with Douglas Merrill, former Zest Finance CEO).}


A recent investigation in the student loan space revealed a pattern by some fintech lenders of charging higher interest rates to student borrowers attending Historically Black Colleges or Universities.\footnote{Katherine Welbeck & Ben Kaufman, Fintech Lenders’ Responses to Senate Probe Heighten Fears of Educational Redlining, Student Borrower Prot. Ctr. (July 31, 2020), https://protectborrowers.org/fintech-lenders-response-to-senate-probe-heightens-fears-of-educational-redlining/.} In response to allegations of “educational redlining,” Upstart Network, LLC, has maintained that it only
considers its borrowers’ schools for the purpose of knowing the schools’ average incoming standardized test scores. Upstart uses test scores to determine which of eight groups a borrower’s school falls into. Groups with lower average test scores are considered higher risk. However, Upstart’s model is problematic because minority students are underrepresented in top ranked schools, which have higher incoming standardized test scores. Of Upstart’s eight groups, 96% of HBCUs fall into the bottom four groups. Though Upstart’s model may not know whether the borrower attended an HBCU, it nonetheless ranks most borrowers attending HBCUs in the lowest tiers and accordingly offers such borrowers less favorable terms of credit reflecting increased risk.

Some fintech lenders have considered the number of times students visited colleges with their parents. Though the number of times a student visited colleges has been linked to increased likelihood of degree completion, the feature disfavors students without the economic means to visit schools as well as students from rural areas where institutions of higher education are sparse (“education deserts”). This feature also disparately impacts Native American students, 30% of whom live in education deserts. By offering favorable terms to the same borrowers who have access to credit under traditional credit-scoring systems, this feature reinforces existing feedback loops that systematically disadvantage some student borrowers.

Though commercial surveillance introduces risks across all consumer groups, consumers from protected classes and marginalized groups typically experience the
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most acute harms. By exercising its rulemaking authority to declare digital discrimination unlawful, the Commission can begin to change that reality.

**Practices indicating a pattern of discrimination fit squarely within the FTC’s unfairness authority.** The Commission has the authority under section 5 to issue trade regulation rules that define specific commercial practices it deems unfair. The term “unfair” has been used for decades by courts to describe discrimination based on protected characteristics, such that “discrimination” and “unfairness” have often been used synonymously. The theory of unfairness-discrimination argues that unlawful discrimination should be prohibited under state and federal laws that prohibit “unfair, deceptive (and sometimes abusive) acts and practices.” As former Commissioner Rohit Chopra writes, discriminatory practices are often “three for three, causing grievous harm that cannot be avoided.” Thus, because “[t]his relationship between discrimination and fairness is intuitive and ubiquitous,” data practices indicating a pattern of discrimination fit squarely within the FTC’s section 5 authority.

**Question 69.** Should the Commission consider new rules on algorithmic discrimination in areas where Congress has already explicitly legislated, such as housing, employment, labor, and consumer finance? Or should the Commission consider such rules addressing all sectors?

Though existing civil rights laws may sometimes reach the discriminatory practices of entities that use algorithms in their decision-making processes, the
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Commission should use its unfairness authority to supplement and backstop these protections across the U.S. economy, including in areas where Congress has already specifically legislated.575

Existing civil rights laws leave gaps that the Commission should not hesitate to fill with its unfairness authority. The legal standards that govern discrimination have not entirely kept pace with technology. “The tools currently available to policymakers, legislators, and courts were developed primarily to oversee human decisionmakers.”576 Today, algorithms, not humans, make many of our everyday decisions.577 But these choices, as when made by humans, have the capacity to discriminate, in part because they embed and amplify human bias.

First, humans may be constantly “in-the-loop” with their creations, working together with the machine either at the initial design stage, or along the way teaching and correcting its decisional process.578 Second, even when algorithms are not explicitly programmed to take protected characteristics into consideration, they still may use neutral factors as proxies or embed underlying structural inequality.579 Third, algorithms can amplify discrimination, in part because they can process a

575 Congress has barred discrimination in specific sectors, such as housing (under the Fair Housing Act), employment (under the Civil Rights Act of 1964, Title VII), and consumer finance (under the Equal Credit Opportunity Act). Notably, Congress has also barred race discrimination in public accommodations (under the Civil Rights Act of 1964, Title VII), race and ethnic discrimination in all federal funded programs (under the Civil Rights Act of 1964, Title VI), sex discrimination in all federally funded and vocational programs (under the Education Amendments of 1972, Title IX), and discrimination against individuals with disabilities in several sectors spanning employment, transportation, public accommodations and more (under the Americans with Disabilities Act).
577 See Neil M. Richards & Jonathan H. King, Big Data Ethics, 49 Wake Forest L. Rev. 393, 393 (2014) (describing how “large datasets are being mined for important predictions and often surprising insights”).
578 Eduardo Mosqueira-Rey et al., Human-in-the-Loop Machine Learning: A State of the Art, 7 A.I. Rev. 1, 10 (2022); see also Citron & Pasquale, supra note 315, at 4.
579 Pauline T. Kim, Data-Driven Discrimination at Work, 58 Wm. & Mary L. Rev. 857, 877 (2017) (“Data models may also discriminate when neutral factors act as ‘proxies’ for sensitive characteristics like race or sex.”); Prince & Schwartz, supra note 272, at 1283–89 (describing how “proxy discrimination by AIs is a substantial, and nearly inevitable, risk,” in sectors including employment, housing, and lending).
greater volume of information and with greater speed, but also take in data that may or may not be reliable (i.e., the volume, velocity, veracity problem). 580

Below, we provide examples of algorithmic discrimination in the housing and employment sectors which demonstrate the new challenges algorithmic decision-making brings and illustrate the need for the Commission to adopt new rules that fill in the gaps left by existing civil rights laws.

**Housing.** The Fair Housing Act was adopted in 1968, after the end of formal Jim Crow, but during an era characterized by racially restrictive covenants, racial steering by real estate agents, and persistent stereotypes in the minds of homeowners, buyers, landlords, and tenants alike. 581 The FHA forbids discrimination in the sale, rental, or advertising of housing, based on race, color, religion, sex, familial status, or national origin (collectively, “FHA-protected characteristics”). 582 It also includes a ban on discriminatory advertising, making it illegal:

[to make, print, or publish, [or cause to be made, printed, or published] any notice, statement, or advertisement, with respect to the sale or rental of a dwelling that indicates any preference, limitation, or discrimination based on race, [... color, religion, sex, handicap, familial status, or national origin, or an intention to make any such preference, limitation, or discrimination]. 583

Little did Congress know at the time this law was enacted that someone’s “likes” on a social media website could also be used to discriminate in housing.

---

580 Maddalena Favaretto et al., *Big Data and Discrimination: Perils, Promises and Solutions. A Systematic Review*, 6 J. Big Data 1, 2 (2019) (“[S]ince Big Data technologies are dealing with high volume, velocity and great variety of qualitatively very heterogeneous data, it is highly improbable that the resulting data set will be completely accurate or trustworthy, creating issues of veracity.”).
582 42 U.S.C. § 3604(a) (for sale or rental).
583 42 U.S.C. § 3604(c).
Social networks are increasingly used to facilitate economic transactions like purchasing, selling, and renting homes— and are increasingly under fire for enabling discriminatory advertising. In 2018, the National Fair Housing Alliance and other fair housing advocacy organizations sued Facebook, alleging that their advertising platform allowed housing, employment, and credit card advertisers to “exclude” audiences based on racial or ethnic characteristics. As part of a settlement, Facebook agreed to change its system to address discrimination.

In that same year, HUD filed an investigation and charge of discrimination against Facebook, alleging that it was still violating the FHA. In 2022, the Department of Justice brought its “first case challenging algorithmic bias under the Fair Housing Act.” The complaint alleged that Meta’s advertising tool, “Lookalike Audience,” was using a machine-learning algorithm to find users who “look like” an advertiser’s intended audience, based in part on FHA-protected characteristics. To generate a Lookalike Audience, the complaint alleged that Meta considered

---

584 See 2021 Technology Survey, Nat’l Ass’n of Realtors, https://www.nar.realtor/sites/default/files/documents/2021-technology-survey-08-03-2021.pdf (last visited Nov. 16, 2022) (noting that in 2021, 90% percent of realtors used Facebook in their real estate business, 52% used Instagram, 48% used LinkedIn, and 24 percent used YouTube); Michael Bailey et al., The Economic Effects of Social Networks: Evidence from the Housing Markets, 126 J. Pol. Econ. 2224 (2018) (analyzing data from social networking services effects on economic decision making).


587 Charge of Discrimination, United States Dep’t of Hous. & Urban Dev. v. Facebook, FHDO No. 01-18-0323-8 (HUD Mar. 28, 2019), https://www.hud.gov/sites/dfiles/Main/documents/HUD_v_Facebook.pdf. (“[B]y grouping users who ‘like’ similar pages (unrelated to housing) and presuming a shared interest or disinterest in housing-related advertisements, [Facebook]’s mechanisms function just like an advertiser who intentionally targets or excludes users based on their protected class.”).


proxies such as a user’s “likes,” “avatars,” or “friends.” Meta settled again, agreeing to stop using its discriminatory advertising tools.

Airbnb also facilitates housing rentals and has exhibited algorithmic discrimination based on FHA-protected characteristics. Initially, Airbnb required users to post their names and photos of themselves, features that soon permitted landlords and renters to make decisions based on race discrimination. One study found that “guests with distinctively African American names [were] 16 percent less likely to be accepted relative to identical guests with distinctively [W]hite names.” Another study found that “the more trustworthy the host is perceived to be from her photo, the higher the price of the listing and the probability of it being chosen.” Racial bias and determinations of “trustworthiness” are highly correlated. In 2018, Airbnb settled a lawsuit in which guests alleged that hosts had the capacity to discriminate against them by viewing their full name and photos. This case was brought under Oregon’s public accommodations law, which raises the question of whether federal public accommodations law would have led to the same result.

590 Id. at 7–13.
591 Facebook Lookalike Audience Settlement, supra note 588.
594 Viva Sarah Press, Airbnb Host Profile Pic Affects Consumer Booking, ISRAEL21c (Apr. 28, 2016), https://www.israel21c.org/airbnb-host-profile-pic-affects-consumer-booking/#:~:text=The%20study%20found%20that%20the%2C%20or%20likelihood%20of%20consumer%20booking.
597 Harrington, 348 F. Supp. 3d at 1086–87 (finding that the plaintiffs adequacy pleaded circumstantial of discriminatory intent and that Airbnb is a place of public accommodations under the Oregon Public Accommodations Act (OPPA). The case was removed to federal court based on diversity jurisdiction.); see Leong & Belzer, supra note 574, at 1304 (“[S]tate public accommodation laws are sometimes more useful than federal laws because they are more expansive in scope.”).
Applying the FHA to housing platforms like Airbnb is more complicated. Under the FHA, landlords cannot discriminate when renting out a “dwelling,” which has been “narrowly defined as any part of a building or structure to be occupied as a ‘residence’.”\(^{598}\) There is no statutory definition of “residence,” but some courts have interpreted it to mean “a sense of a home, as opposed to a temporary destination.”\(^{599}\) While Airbnb’s long-term sublets would likely have FHA applications,\(^ {600}\) can their short-term rentals be considered residences? If so, would hosts occupying the rental have access to particular exemptions?\(^ {601}\) How long do they need to occupy the home to be considered “occupants” under the act? Or, as Professor Nancy Leong and Aaron Belzer argue, would these rentals be more akin to hotel rooms, falling under public accommodations law?\(^ {602}\)

By establishing in its commercial surveillance rule that discrimination by platforms like Airbnb is unfair and unlawful,\(^ {603}\) the Commission has the power to remove all doubt in this sector—and to unlock significant enforcement authority to give effect to anti-discrimination protections.

**Employment.** According to EEOC Chairwoman Charlotte Burrows, more than 80% of employers are using AI in some form of their work and employment decision-making.\(^ {604}\) While employers increasingly rely on algorithms to make

\(^{598}\) 42 U.S.C. § 3604(a) (“It shall be unlawful ... [t]o refuse to sell or rent after the making of a bona fide offer, or to refuse to negotiate for the sale or rental of, or otherwise make unavailable or deny, a dwelling to any person because of race, color, religion, sex, familial status, or national origin.”); Gold, *supra* note 574, at 1873.

\(^{599}\) *Weisenberg v. Town Bd. of Shelter Island*, 404 F. Supp. 3d 720, 728 (E.D.N.Y. 2019) (citing *Schwarz v. City of Treasure Island*, 544 F.3d 1201, 1215 (11th Cir. 2008); *United States v. Columbus Country Club*, 915 F.2d 877, 881 (3d Cir. 1990)).


\(^{601}\) 42 U.S.C. § 3603(b)(2) (exempting from FHA liability owners of dwellings intended to be occupied by four or fewer families if the owner lives in one of the units).

\(^{602}\) See Leong & Belzer, *supra* note 574.


decisions, Title VII’s prohibition of employment discrimination is “not equipped to deal” with the modern problems that arise.605

Under Title VII, discrimination claims can be categorized into two broad categories: disparate treatment and disparate impact.606 Disparate treatment seeks to punish intentional discrimination, as courts often will look for a “smoking gun” showing “discriminatory motive” or discriminatory purpose.607 By contrast, with the disparate impact approach to establishing a discrimination claim, the challenged practice may be neutral on its face (i.e., facially neutral), but have a discriminatory impact. A showing of discriminatory impact can either “smoke out” the underlying discriminatory purpose or help establish structural inequality where purposeful discrimination may not be readily apparent. For example, the discrimination may be embedded in past and present practice, or the challenged party may have more information (i.e., knowledge of the actual basis of an employment decision), may rely on a proxy for discrimination (such as residence, rather than explicitly race), or may make a decision based on unconscious bias.

To bring a claim, the plaintiff must first identify a discriminatory practice.608 Then, under a burden shifting framework, the employer can defend its practice by showing it is “job related” and “consistent with business necessity.”609 Finally, if the employer succeeds with a business defense, the plaintiff can still prevail by proving the employer failed to adopt a less discriminatory alternative.610

This process does not always translate well for plaintiffs discriminated against by algorithms. As employers control all of the data in hiring platforms, “[a] major thread that runs through the dismissed cases on automated hiring is the court’s finding of a lack of evidence or the inability of the plaintiff to provide proof

---

605 Kim, supra note 579, at 903 n.167 (finding that “Barocas and Selbst similarly concluded that Title VII is ‘not well equipped’ to address the various discriminatory features of data mining.”); see Barocas & Selbst, supra note 525, at 674.
of their allegations of discrimination.” The lack of transparency in algorithms makes it difficult for programmers to explain what happened, let alone for the individuals who were discriminated against to know and understand. If a plaintiff is able to get past this hurdle, the EEOC’s Uniform guidelines “hold that a practice can be justified as a business necessity when its outcomes are predictive of future employment outcomes” and unfortunately “data mining is specifically designed to find such statistical correlations.” Automated decision-making tools often rely on “unexplained correlations” that “have no intuitive connection with performance.”

The EOC has recognized these issues and recently launched an initiative focusing on ways “to help ensure that that tech tools used in employment decisions comply with Federal Anti-Discrimination laws[,]” which so far has resulted in the issuance of new guidance on the implications of algorithms for claims based on disability discrimination. But more work remains, and the FTC is well positioned to supplement the safeguards of Title VII and the work of the EEOC.

**The Commission should adopt rules on algorithmic discrimination that apply to all firms in the platform economy — and beyond.** Traditional sectors are going digital as they join what has been coined the “platform economy.” Uber and Lyft have changed the marketplace for transportation services; Etsy and eBay have altered the way we shop; and Airbnb has revolutionized travel and look for homes. In *Race Discrimination in the Platform Economy*, Professor Nancy Leong & Aaron Belzer identify two key features Platform Economy Businesses (“PEBs”). First, these platforms make money by connecting service providers to consumers who

---

612 See id.; Kim, *supra* note 579, at 326.
616 This has been also coined the “sharing economy”, “on-demand economy”, “peer-to-peer economy,” “gig economy”, and more. See Leong & Belzer, *supra* note 574, at 1284.
617 Id. at 1275.
need services. Second, for these connections to be efficient, PEBs operate on digital platforms that use machine learning algorithms, not in physical spaces. While sharing assets and services is not new, internet facilitation of these transactions leads to a host of new questions for regulators, as “laws governing activities in the physical world do not always apply identically to activities initiated in cyberspace.” The unique structures of PEBs that make it challenging to apply traditional civil rights protections and illustrate the need for the Commission to consider new rules addressing discrimination in the platform economy.

PEBs usually require users to create profiles, typically including their names and photos. This is encouraged for practical reasons, as Lyft claims it makes it easier for a driver to recognize who they are going to pick up. Additionally, PEBs generally ask users to comply with a rating system after their transactions. After the rating, the PEB’s algorithm aggregates the score and disseminates this average to participants, “encouraging them to rely on it to determine whether, and to whom, to transact businesses.” Uber claims that this system is designed as a measure of keeping “the rider and driver experience safe.” While it’s understandable that users would want to know about the parties they transact with, these features can lead to discriminatory outcomes.

Research shows that discrimination in the platform economy takes place in several ways. For Uber, “[b]ecause drivers can reject riders for any reason, you have

---

618 Id.
619 Id.
620 Id. at 1276; Johanna Interian, Up in the Air: Harmonizing the Sharing Economy Through Airbnb Regulations, 39 B.C. Int’l & Comp. L. Rev. 129, 151–52 (2016) (“Prosumers who use the services of sharing economy companies often are able to evade liability because of the difficulty in applying laws—which were written for the offline world—to virtual spaces.”).
622 See, e.g., How Do I Leave a Review?, TaskRabbit, https://support.taskrabbit.com/hc/en-us/articles/213301766-How-Do-I-Leave-a-Review (last visited Nov. 16, 2022) (noting that after the service is completed, users are emailed an invoice with a “Don’t forget to review your Tasker” link in that email).
no way of knowing whether it’s because of your rating, your name (from which race can often be inferred), or the neighborhood you’re in.” Rating systems can be particularly dangerous, as users can impute bias into assigning a rating, which will in turn be factored into future users’ decisions. Empirical research suggests that “[c]onsumer-sourced ratings … are highly likely to be influenced by bias on the basis of factors like race or ethnicity.” Further, these ratings can “self-perpetuate.” If an Uber driver picks up someone with a low rating, “he may be primed to draw negative conclusions about the passenger on the bias of innocuous or ambiguous behavior.” These negative conclusions can factor into lower ratings again, creating a “snowball effect.” Lower ratings then translate to a worse user experience, “interfer[ing] with the ‘full participation in an equal society’ that the Civil Rights Act of 1964 was intended to guarantee for all people.”

Scholars and advocates have identified existing legal mechanisms that may apply to algorithmic discrimination in the platform economy. Professor Nancy Leong & Aaron Belzer find that in many circumstances, public accommodation laws under Title II of the Civil Rights Act of 1964 may be used to address discrimination in sectors moved to the platform economy, but also note difficulties in this application. Public accommodations law prohibits discrimination in places of traditional physical locations like hotels, restaurants, theaters. PEBs “function as substitutes for sectors of the traditional economy,” but move sectors away from the physical world to the Internet.

---

626 Gold, supra note 574, at 1907 (quoting Alex Rosenblat, Uberland: How Algorithms Are Rewriting the Rules of Work 112–13 (2018)).
627 Leong & Belzer, supra note 574, at 1294.
628 Id.
629 Id.
630 Id.
631 See generally id.
632 Id.; Tara E. Thompson, Comment, Locating Discrimination: Interactive Web Sites as Public Accommodations Under Title II of the Civil Rights Act, 2000 U. Chi. Legal F. 409, 412 (2002) (“The courts, however, have not reached a consensus as to under what circumstances “non-physical” establishments can be Title II public accommodations”).
633 Leong & Belzer, supra note 574, at 1275.
While some courts have adopted an expansive view of Title II, “[n]either Congress nor the courts has addressed how Title II should apply in today’s new economy,” leaving consumers unsure of their protections.\textsuperscript{634} As Professor Leong’s article points out, if an Airbnb host who never occupies his property discriminates against a guest, it would likely be captured by Title II.\textsuperscript{635} But what about a host who rents out his home while he is traveling across the country — is that considered occupying the rental property enough for his guests to garner Title II’s protection? The ridesharing sector may track even less clearly with Title II, as the act is silent as to whether taxicabs are covered, “much less, emerging algorithmic transportation models.”\textsuperscript{636} Under common carrier doctrine, commentators have found taxis to be public accommodations.\textsuperscript{637} But even if they were to be classified as such, “litigation of such cases is rare because prospective litigants often lack [...] resources . . . and suffer from imperfect information.”\textsuperscript{638}

As these examples illustrate, PEBs present a host of difficult legal considerations. With its broad authority to regulate unfair and deceptive trade practices across virtually the entire U.S. economy, the Commission is uniquely positioned to fill in the legal gaps that PEBs and other businesses may exploit to escape accountability for discriminatory algorithmic practices. By declaring that it is an unfair practice to discriminate in or otherwise makes unavailable the equal enjoyment of goods or services on the basis of protected characteristics, the FTC would unlock significant new enforcement authority and provide an essential backstop to existing civil rights law.

\textsuperscript{634} Id. at 1296.
\textsuperscript{635} Leong & Belzer, supra note 574, at 1297.
\textsuperscript{636} Bryan Casey, Title 2.0: Discrimination Law in a Data-Driven Society, 2019 J.L. & Mob. 36, 48 (2019).
\textsuperscript{638} Leong & Belzer, supra note 574, at 1298.
Question 71. To what extent, if at all, may the Commission rely on its unfairness authority under Section 5 to promulgate antidiscrimination rules? Should it? How, if at all, should antidiscrimination doctrine in other sectors or federal statutes relate to new rules?

As noted above, section 45(n) of the FTC Act defines unfairness with a three-part analysis: (1) whether the “act or practice causes or is likely to cause substantial injury to consumers,” (2) “which is not reasonably avoidable by consumers themselves,” and (3) is “not outweighed by countervailing benefits to consumers or to competition.” Additionally, the Commission may consider whether an act or practice violates “well established” public policies.

Within these bounds, unfairness authority is quite expansive and has significant potential to reach conduct beyond the scope of traditional antidiscrimination laws. Congress intentionally provided for flexibility in the unfairness framework so that the Commission could continually develop its legal contours as the contexts of unfairness evolve over time. This is one such circumstance.

**Lessons to draw from traditional anti-discrimination law.** Traditional civil rights laws prohibit discrimination in a range of areas. For instance, there are federal laws that protect discrimination in employment, credit, and housing. Title VII protects employees and job applicants against discrimination based on race, color, sex, religion, and national origin. The Fair Housing Act prohibits discrimination in the sale or rental of housing based on race, color, religion, sex, familial status, or national origin. The Equal Credit Opportunity Act makes it unlawful to discriminate an applicant on the basis of race, color, religion, national origin, sex, marital status, age, or because someone receives public assistance.

---

639 While the FTC has authority to prohibit both unfair and deceptive acts or practices, this section focuses on the FTC’s unfairness authority, as reflected in the Commission’s question.
640 15 U.S.C. § 45(n) (as included in the FTC Act Amendments of 1994); see FTC v. Wyndham Worldwide Corp., 799 F.3d at 244; LabMD, Inc. v. FTC, 894 F.3d at 1229 (11th Cir. 2018).
643 42 U.S.C. § 3604. See, e.g., Facebook Lookalike Audience Settlement, supra note 588 (announcing that the DOJ had settled with Meta Platforms, Inc. regarding allegations that the company engaged in unlawful algorithmic discrimination in violation of the Fair Housing Act).
The Commission should use these laws as a starting point for rulemaking with respect to digital discrimination, but there are several lessons to be mindful of when carrying over these frameworks to the problem of algorithmic and digital discrimination.\textsuperscript{645}

*The problem of proxies.* While discrimination doctrine is well developed, it needs to be updated to tackle today’s world of technology, big data, and AI. While traditional civil rights law has in some cases been interpreted to address the use of proxies for protected categories (for example, restrictions based on residency rather than race), the use of proxies by algorithms may be harder to detect. What if an algorithm categorizes based on name, location, or language instead of a protected characteristic?\textsuperscript{646} The use of proxies can subtly embed implicit and historic biases that are invisibly factored into decision-making by automated systems. In the aggregate, such practices can substantially harm consumers.

Take the Amazon hiring tool as an example.\textsuperscript{647} As noted above, Amazon’s recruiting system used an algorithm that “learned” to discriminate against women “by observing [and prioritizing the] patterns in resumes submitted to the company over a 10-year period” — most of which had come from men.\textsuperscript{648} As a result, the tool used proxies such as attendance at a historically women’s college, women’s chess club membership, and other forms of “feminine” language to identify inferior applications.\textsuperscript{649} It taught itself that male candidates were preferable, and dismissed the female applicants.\textsuperscript{650}

Even if these machine learning systems do not rely on protected categories, proxies still may disadvantage a segment of the population. And once algorithmic bias exists, a system can perpetuate that bias through continual reinforcement. These

\footnotesize
\textsuperscript{645} See *Joined By Commissioner Rebecca Kelly Slaughter In the Matter of Napleton Automotive Group Commission File No. 2023195, 2022 WL 1039797, *2 (FTC Mar. 31, 2022) (“[D]iscrimination based on protected status is a substantial injury to consumers.”).


\textsuperscript{647} Dastin, *supra* note 339.

\textsuperscript{648} Id.

\textsuperscript{649} Id.

\textsuperscript{650} Id.
proxies could be unknown to the creators themselves, yet the harm is the same: individuals lose out on opportunities because the system finds it not salient to them. Disparities are entrenched, and those excluded cannot seek redress because they are likely unaware that it is happening to them.

**Disparate impact versus disparate treatment analysis.** The Commission’s rule on commercial surveillance must establish that algorithmic and digital disparate impact—not merely disparate treatment—is unfair. Under federal civil rights law, disparate treatment analysis utilizes evidence of intentional discrimination, whereas disparate impact indicates an action that is neutral on its face but has a “‘disproportionately adverse effect on minorities.’”\(^{651}\) Laws that recognize disparate impact typically have a three-part test.\(^{652}\) Since machine learning creates outputs based on collected data that inherently reflect existing biases in society, disparate impact doctrine is more helpful to combat discrimination online—yet it is not always a cause of action under existing law. While plaintiffs can assert disparate impact claims under Title VII\(^{653}\) and the FHA,\(^{654}\) disparate impact is not cognizable under section 1981 of the Civil Rights Act of 1866.\(^{655}\)

Additionally, these laws scrutinize particular decisions or actions in relationship to sectors they regulate—with disparate treatment being the common focus.\(^{656}\) Even the laws that permit disparate impact claims cannot necessarily reach the decisions made by a complex array of upstream actors.\(^{657}\) For example, there is arguably no federal anti-discrimination law that would directly protect against systematic disparities in facial recognition and speech recognition performance by


\(^{652}\) Hayes & Schellenberg, *supra* note 569, at 8 (“Generally, unlawful disparate impact occurs when a (1) facially neutral policy or practice disproportionately harms members of protected classes, and either (2) the policy or practice does not advance a legitimate interest, or (3) is not the least discriminatory way to serve that interest.”).


\(^{656}\) Selbst & Barocas, *supra* note 334, at 7.

\(^{657}\) *Id.* (“Many commercial applications of AI take place in domains outside those regulated by discrimination law or upstream from the regulated decision, yet nonetheless create discriminatory harms.”).
smartphones based on race because they are not directly related to the regulated decision-making process.658 As Commissioner Rebecca Kelly Slaughter puts it: “Because AI’ is neither an explanation nor an excuse” in anti-discrimination law.659 However, this is clearly a consumer protection harm with discriminatory consequences – which is within the scope of the FTC’s authority.

**Drawing the line of unfairness.** The Commission can use its unfairness authority to fill in the gaps that exist in traditional anti-discrimination law and reach a broader scope of actors and methods of commercial surveillance that lead to discriminatory outcomes. The hope is to address these harms ex ante by providing notice as to what is unfairness in the context of discrimination and preventing data-driven harms before they occur. Civil rights laws should guide the Commission in building the framework for rules that squarely address such consumer harms. However, the FTC must be creative to effectively address discrimination in digital settings. Most importantly, it must redefine harm in anti-discrimination law.

**Defining discrimination harms and “substantial injury.”** Andrew Selbst and Solon Barocas have put forward a comprehensive approach to understanding discrimination harms.660 To begin, they identify three types of harms: allocative, quality of service, and representational harms.661 The Facebook Lookalike Audience case exemplifies the concept of allocative harm, as those targeted based on their protected characteristics were denied housing opportunities.662 Quality of service harms fit neatly in the FTC’s scope of authority: consumers who cannot redeem the value of something they paid for suffer economic harm – such as by means of faulty
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659 Slaughter et al., supra note 245, at 38.
660 Selbst & Barocas, supra note 334.
661 Id. at 13 (“Allocative harms are those that concern the distribution of a desirable resource or opportunity, such as a job, credit, or a home. These are the types of harms that are the concerns of traditional discrimination law. Quality-of-service harms are the injuries caused by consumer products and services that simply work less well for certain demographic groups than others. Representational harms capture cases where certain demographic groups are represented in a stereotypical or demeaning manner or where they are not acknowledged at all, harming their social standing in society.”).
662 See Facebook Lookalike Audience Settlement, supra note 643.
facial recognition technology.\textsuperscript{663} Representational harms are the most difficult to address under section 5 because they refer to emotional or dignitary harms, rather than tangible or economical ones.\textsuperscript{664} However, all unlawful discrimination inevitably elicits “shame and stigma as well as social consequences of further entrenching disadvantages to marginalized groups.”\textsuperscript{665} While perhaps not an immediate, concrete harm, representational harm affects an entire class of consumers (and hence, it is substantial). Further, these harms are typically triggered by acts that constitute unlawful discrimination, which are \textit{per se} unfair.\textsuperscript{666}

The misuse of personal data can fall into more than one category of harms, such as Amazon’s AI hiring tool that discriminated against women in the applicant pool.\textsuperscript{667} It denied female candidates job opportunities \textit{and} reinforced degrading stereotypes regarding women’s second-class status in male-dominated professions.\textsuperscript{668} These allocative and representational harms also demonstrate how powerful actors can use proxies (here, candidate qualifications) that are difficult for the injured party to recognize or establish as discriminatory.\textsuperscript{669}

Notably, disparate treatment claims commonly “define[] discrimination and [what] makes it wrongful” through the employer’s intent and decision-making process, absorbing the claim of injury into the question of liability without much emphasis on the injury itself.\textsuperscript{670} By contrast, section 5 requires a “substantial injury” to consumers to find unfairness.\textsuperscript{671} Discrimination law’s “perpetrator perspective” is not compatible with section 5’s central concern of consumer harm.\textsuperscript{672} To this point,

\textsuperscript{663} Selbst & Barocas, \textit{supra} note 334, at 27 (expanding on the example of performance disparities in facial and speech recognition software based on demographic groups).
\textsuperscript{664} \textit{Id.} at 28–29.
\textsuperscript{665} Citron & Solove, \textit{supra} note 18, at 855–59.
\textsuperscript{666} See Selbst & Borocas, \textit{supra} note 334, at 28–29.
\textsuperscript{668} \textit{Id.}
\textsuperscript{669} See Solove & Citron, \textit{supra} note 665, at 56 (providing another example: “If an employer used a third-party hiring service to score candidates, then rejected applicants will have no way to know that the hiring service relied upon their intimate information (like their painful periods or infertility).”).
\textsuperscript{671} 15 U.S.C. § 45(n).
\textsuperscript{672} See Zatz, \textit{supra} note 670, at 1367.
Professor Noah Zatz argues that disparate treatment and nonaccommodation “share two fundamental elements: status causation” and “responsibility for the injury.” 673 Zatz asserts that the injury of “status causation,” which arises when an individual suffers harm because of their protected status, is the common thread in all discrimination.674

Applying this framework to unfairness, the Commission should sever the inquiry of responsibility for the harm from the inquiry of the injury itself. It then may apply Zatz’s definition of injury — status causation — to determine whether there is substantial injury.675 In the alternative, the Commission may itself define injury in the context of discrimination. The Commission should attempt to capture the essence of discrimination harms, similar to Zatz’s formation of “status causation.” This can be applied to various factual scenarios under the substantial injury inquiry. Ultimately, responsibility for the injury would be implied in both cases since the unfairness test centers on the consumer rather the covered entities’ actions or intentions that led to such harm.

Reasonable avoidability, cost-benefit analysis, and public policy concerns. Under unfairness jurisprudence, an injury is “not reasonably avoidable”676 when consumers do not have a “free and informed choice.”677 Under all three types of harms, it is difficult to argue that this prong is not met. Consumers are typically not aware of whether a product contains algorithmic biases, as there is no standard auditing system. Even if the former wasn’t a concern, audits would be difficult for a typical consumer to understand, and consumers don’t have alternatives to avoid biased AI in this commercial surveillance economy.678 In all, “discrimination is an

673 Id. at 1375. Nonaccomodation occurs when the “protected status enters the causal chain outside the employer’s decision-making process, but it nonetheless affects the ultimate outcome of that process. Such ‘external’ status causation occurs when disability affects tool use and tool use is the employer’s basis for decision.” Id. at 1370.
674 Zatz, supra note 670, at 1359, 1375.
675 See id. at 1378.
677 Neovi, Inc., 604 F.3d at 1158.
678 Selbst & Barocas, supra note 334, at 36.
‘obstacle to the free exercise of consumer decision-making,’ because consumers are almost never in a position to take action to avoid the injury.” 679

Moreover, the cost-benefit analysis requires the Commission to weigh the harm against any benefits to consumers or competition. 680 Both intentional discrimination and disparate impact claims are unlikely to be outweighed by countervailing benefits to consumers or competition. 681 Disparate impact claims have a three step analysis, with the second prong asking “whether a practice with a disparate impact satisfies a legitimate business need.” 682 If the answer is no, “there likely is no reasonable argument that a discriminatory practice with no business justification benefits consumers or competition.” 683 The third prong requires a similar cost-benefit analysis: whether the business needs could be achieved with a less discriminatory alternative. 684 Chairwoman Lina Khan has noted that “[a]ny purported benefit that can be achieved without engaging in the conduct causing substantial injury is not countervailing, and does not overcome the costs associated with discrimination.” 685

Finally, public policy considerations weigh in favor of finding discriminatory practices to be unfair. 686 Traditional anti-discrimination laws have been embedded in our country’s legal structure for decades. Over time, society has developed a collective recognition of anti-discrimination principles and protected classes associated with such prohibition. 687 With an “existing policy for the recognition of

679 Hayes & Schellenberg, supra note 651, at 15; Joined By Commissioner Rebecca Kelly Slaughter In the Matter of Napleton Automotive Group Commission File No. 2023195, 2022 WL 1039797, *2 (“[I]njuries stemming from disparate treatment or impact are unavoidable because affected consumers cannot change their status or otherwise influence the unfair practices.”).
681 Hayes & Schellenberg, supra note 651, at 15; see Joined By Commissioner Rebecca Kelly Slaughter In the Matter of Napleton Automotive Group Commission File No. 2023195, 2022 WL 1039797, *2.
682 Hayes & Schellenberg, supra note 651, at 15.
683 Id.
684 Id. at 16.
687 Hayes & Schellenberg, supra note 651, at 16.
the injury,” along with codified law, the Commission has a strong argument that public policy supports a finding of unfairness.

Question 72. How can the Commission’s expertise and authorities complement those of other civil rights agencies? How might a new rule ensure space for interagency collaboration?

In its notice of proposed rulemaking, the Commission asks how its expertise and authorities can complement the work of civil rights agencies and how it can ensure interagency collaboration. We note many of the answers to this question may fall outside the four corners of the Commission’s rule on commercial surveillance. With that caveat, we recommend that the FTC: (1) create an Office for Civil Rights; and (2) advise the White House to create an interagency working group on algorithmic discrimination, commercial surveillance, and civil rights, which should be co-chaired by the FTC and a White House official with sufficient seniority and authority to effectively coordinate agencies and departments across the inter-agency.

The Commission should create an Office for Civil Rights. EPIC and a broad spectrum of civil rights and consumer protection organizations have previously called on the Commission to create an Office for Civil Rights (OCR) in order to assess the inequities of digital surveillance and to protect civil rights in data-driven commerce. There are currently more than thirty civil rights offices within other federal agencies. An OCR is a sub-agency of an agency that enforces civil rights laws and is dedicated to promoting civil rights and liberties in the agency’s programs and activities. OCRs are often led by directors or officers who are in an

---

690 See DHS, Office for Civil Rights and Civil Liberties, Dep’t of Homeland Sec. (Aug. 18, 2017), https://www.dhs.gov/sites/default/files/publications/CRCL%20Handout%20Updated%208-18-17.pdf (“[The Office for Civil Rights and Civil Liberties (CRCL)] integrates civil rights and civil liberties considerations into all of the Department’s activities by… investigating civil rights and civil liberties complaints…and communicating with individuals and communities whose civil rights and liberties may be affected by the Department’s activities.”); About OCR, U.S. Dep’t of Com.,
assistant-secretary level position and who report directly to the top authority in an agency.\textsuperscript{691} The director or officer provides overall leadership and direction to the agency’s civil rights programs and advises the agency on its responsibilities under civil rights laws.\textsuperscript{692}

For example, the Department of Homeland Security (DHS) Office for Civil Rights and Civil Liberties (CRCL) was established by the Homeland Security Act of 2002\textsuperscript{693} and supports the DHS in promoting civil rights law in its policy development by advising Department leadership and local partners.\textsuperscript{694} The CRCL is led by the Officer for CRCL, who is an assistant, non-Senate confirmed Presidential appointee and is supported by two Deputy Officers.\textsuperscript{695} In addition to being a civil rights advisor, the CRCL is also responsible for investigating civil rights complaints filed by the public in connection with the DHS’ policies or activities, including disability discrimination or racial or ethnic profiling.\textsuperscript{696} The CRCL is made up of several sub-divisions to address a variety of areas that may raise civil rights violations.\textsuperscript{697} Its Compliance Branch investigates complaints from the public in DHS activities, and its Programs Branch provides policy advice to the DHS on civil liberties issues including anti-discrimination, immigration, and security, intelligence, and information policy.

The Commission should establish its own OCR so that it can effectively support and advise the Commission on its policies and regulations. Establishing an OCR would allow the Commission to center anti-discrimination in its efforts to

\textsuperscript{691} See Dep’t of Homeland Sec., supra note 690; U.S. Dep’t of Com., supra note 690; Office of the Assistant Secretary for Civil Rights, U.S Dep’t of Educ., https://www2.ed.gov/about/offices/list/ocr/contactus2.html (last visited Nov. 21, 2022). For example, Catherine Elizabeth Lhama is the Assistant Secretary for Civil Rights at the Department of Education. See id.
\textsuperscript{692} See id.
\textsuperscript{693} 6 U.S.C. § 245.
\textsuperscript{694} See Dep’t of Homeland Sec., supra note 690.
\textsuperscript{695} Id.
\textsuperscript{696} Id.
\textsuperscript{697} Id.
regulate the digital consumer space. Similar to the DHS, the FTC could seek to establish its own compliance branch that would manage or assist in the investigation of complaints concerning discriminatory algorithmic practices. It should also establish a program branch or subdivision with the expertise to advise the Commission on how to respond to emerging issues. The OCR would be able to advise the Commission on its actions and efficiently respond to emerging industry practices that may result in disparate impact. Further, it would be able to coordinate with other agencies and their OCRs to ensure that the agencies’ regulations and standards adequately protect individuals’ civil rights. An OCR that is specifically devoted to civil rights protection will ensure that the Commission remains fully committed to civil rights as the agency continues to create and implement policies.

The Commission should recommend that the White House create an interagency task force. The FTC can collaborate with other civil rights agencies by recommending that the White House create an interagency task force on algorithmic discrimination, commercial surveillance, and civil rights. An interagency task force would help ensure coordination and cooperation between federal agencies and departments.

To take a recent example, President Biden established the Gender Policy Council (GPC) by executive order to implement and develop domestic and foreign policies based on gender equity and equality. The GPC was created to advance equity for those who face discrimination and bias, including members of the BIPOC and LGBTQI+ communities and persons with disabilities. The GPC is led by a Director who also serves as an assistant to the president. The GPC is also staffed by a variety of domestic and international gender policy experts, including an

---
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Advisor on Gender-Based Violence.\textsuperscript{703} It currently coordinates its work with other White House policy councils and across all federal agencies as part of a “whole-of-government approach” to promoting gender equality and equity.\textsuperscript{704}

In view of the Commission’s special expertise, the FTC should advise the White House to establish an analogous task force on algorithmic discrimination and privacy harms co-chaired by the Commission and a White House official with sufficient seniority and authority to effectively coordinate agencies and departments across the inter-agency. An interagency task force would provide a vehicle for the Commission to collaborate with the Federal Communications Commission, Department of Health and Human Services, Department of Justice, the Securities and Exchange Commission, and other relevant agencies which share overlapping responsibilities and goals of promoting privacy and civil rights.

The right to privacy is a matter of survival.\textsuperscript{705} In our data-driven world, marginalized groups stand at the intersection of unregulated commercial data practices and discriminatory harms. The Commission is equipped with the tools to address the harmful impacts of digital surveillance and algorithmic decision-making systems. The FTC’s commercial surveillance rule can secure the necessary privacy and civil rights protections that individuals, especially those from marginalized communities, must be afforded. But the Commission should go further to address the barriers to effective interagency collaboration by creating an Office for Civil Rights and recommending that the White House establish an interagency task force. Doing so will allow the Commission and its fellow civil rights agencies to ensure that consumers are protected from discriminatory data practices and to better adapt to a rapidly evolving digital environment.

\textsuperscript{703} \textit{Id.}
\textsuperscript{704} \textit{Id.}
4. Notice and Transparency

Responsive to questions 83–93.

Half a century ago, the landmark report *Records, Computers, and the Rights of Citizens* cemented the role of notice and transparency as critical safeguards for the protection of personal data.\(^{706}\) Wary of the threats posed by the secret processing of personal information—and mindful of “the principle of mutuality necessary for fair information practice”\(^ {707}\)—the Advisory Committee on Automated Personal Data Systems set out baseline disclosure requirements for any organization maintaining such a data system.\(^ {708}\) Among these were the obligations to “give public notice of the existence and character” of each system at least once a year;\(^ {709}\) to inform individuals whether and for what purpose their personal information was being processed;\(^ {710}\) to “make such data fully available to the individual upon [the individual’s] request” in a “comprehensible form”; and to “permit data to be corrected or amended when the individual to whom they pertain so requests.”\(^ {711}\)

Five decades later, the importance of transparency to the protection of personal information has only grown. The volume, complexity, and stakes of personal data processing far exceed what was known in the 1970s. With the rise of automated decision-making technologies, pervasive tracking and profiling, devices that collect data from our homes and persons, and other vectors of commercial surveillance, it is even more essential that businesses be required to disclose the how, what, when, and why of their processing activities.\(^ {712}\) But meaningful transparency in today’s surveillance economy must go beyond the rote disclosure of

---


\(^{707}\) Id. at 60.

\(^{708}\) Id. at 57, 99.

\(^{709}\) Id.

\(^{710}\) Id. at 59, 62.

\(^{711}\) Id. at 59.

\(^{712}\) See Citron & Pasquale, *supra* note 315, at 33.
this information. As the Commission’s guidance and enforcement actions reflect, companies that exercise control over our personal data must demonstrate that they have carefully evaluated the risks of the processing they undertake and that such processing is justified in light of those risks. An individual must also have a straightforward mechanism to learn what personal data a company collects and retains from them, which in turn enables the consumer to demand its correction or deletion.

To be clear, even the most effective notice and transparency requirements cannot, by themselves, fully protect against the abuse of personal data. We have moved beyond the notion that notice and consent alone can legitimize commercial surveillance practices when those practices are too complex and numerous for even the most sophisticated consumer to understand. That is why it is critical that the Commission establish the substantive limits on data collection and processing set out elsewhere in these comments.

Still, notice and transparency remain essential components of an effective data protection regime, and the Commission should recognize that their absence from the commercial processing of personal data constitutes an unlawful trade practice. Consumers are routinely harmed by data processing activities that are unvetted or undisclosed by businesses, and consumers certainly cannot avoid harm which they “have no reason to anticipate.” There are no plausible benefits to consumers or competition from secret, unaccountable processing of personal data.

---

714 See, e.g., Decision and Order at 4, In re Residual Pumpkin, FTC File No. 192-3209 (2022), https://www.ftc.gov/system/files/ftc_gov/pdf/Residual%20Pumpkin%20Agreement%20Containing%20Consent%20Order.pdf (requiring respondent to “[a]ssess, at least once every twelve (12) months ... the sufficiency of any safeguards in place to address the internal and external risks to the privacy, security, confidentiality, or integrity of Personal Information, and modify the Information Security Program based on the results”); see also Megan Gray, Understanding and Improving Privacy “Audits” under FTC Orders (2018), https://cyberlaw.stanford.edu/sites/default/files/blogs/white%20paper%204.18.18.pdf (recommending steps to strengthen the privacy audits required under many consent decrees).
716 IFC Credit Corp., 543 F. Supp. 2d at 948 (N.D. Ill. 2008).
information—and if there were, they would be readily outweighed by the injuries that such processing inflicts on consumers.

4.1. **It is an unfair and deceptive practice to collect, use, retain, or transfer personal data without first assessing, justifying, and providing adequate notice of such collection, use, retention, or transfer.**

*Responsive to questions 73, 74, 83–85, 89–92.*

A business’s processing of personal data cannot be considered fair or honest if that business fails to thoroughly evaluate the risks that its processing presents to individuals; fails to establish the necessity of its processing in light of the risks; or fails to provide adequate notice of its processing. The excessive, unjustifiable, and secret exploitation of personal data by businesses has helped to produce the “information and power asymmetry” at the heart of the modern surveillance economy.  

717 Although “data-driven companies collect much more personal data than the consumer knows or can reasonably oversee,” transparency—despite its limitations—remains “an essential tool for consumers to exercise their rights” and to maintain a degree of “control and autonomy over their privacy.” 719 The Commission’s trade rule on commercial surveillance must reflect this.

**Undisclosed and unaccountable commercial processing of personal data is a deceptive trade practice.** If the reasonable consumer is to have any ability to exercise “choice . . . regarding a [digital] product,” the consumer must, at a minimum, be provided with notice that the product exists in the first place; information about how and why the product operates as it does; and fair warning of the risks that the product presents to the consumer. When a company conducts commercial processing of personal data without ascertaining and disclosing these

719 Id. at 51.
720 FTC Deception Statement, supra note 104, at 5–6.
basic parameters, it engages in an omission of material fact—and thus a deceptive trade practice.

This premise is embodied in the Commission’s enforcement actions targeting the use of malware, stalkerware, and other forms of surreptitious tracking and processing. The Commission rightly considers it a deceptive trade practice for a business to engage in processing of personal data that it has not disclosed, even if the business has been forthright about other processing it performs on the same data. For example, the Commission recently determined that Twitter deceived consumers by using email addresses and phone numbers collected for one purpose (account security) for an undisclosed purpose (targeted advertising).

Moreover, the omission of key information about a business’s processing of personal data is likely to affect consumer choice and conduct. In the (regrettably rare) instance that consumers are given notice that their data will be commercially exploited and provided a frictionless mechanism to opt out, they do so at a high rate. For example, when Apple provided iOS users with the opportunity to opt out of cross-app tracking by advertisers in 2021, more than 90% of users exercised that opt-out.

Undisclosed and unevaluated commercial processing of personal data is an unfair trade practice that causes substantial injury to consumers. Commercial processing of personal data that is kept secret or conducted without ascertaining the risks to consumers can cause a virtually limitless range of harms—everything from discriminatory treatment to emotional and psychological harms to the breach, wrongful disclosure, or improper secondary use of personal data.
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721 See, e.g., In re Support King, LLC (SpyFone.com), FTC File No. 192-3003 (2021); In re Sears Holdings Mgmt. Corp., FTC File No. 082-3099 (2018); In re Lenovo, FTC File No. 152-3134 (2018).
724 Citron & Solove, supra note 18, at 830–861.
these harms are economically quantifiable,\textsuperscript{725} and in many cases consumers are forced bear the cost of unrevealed risks to their personal information.\textsuperscript{726}

Even where the undisclosed or incautious processing of personal data does not produce downstream harms, the fact that such processing occurs in the first place is a source of substantial injury to consumers in at least three ways. First, surreptitious processing inherently deprives a consumer of autonomy by causing a loss of control over one’s personal data—i.e., an “inability to make certain choices about one’s personal data or to be able to curtail certain uses of the data.”\textsuperscript{727} Being stripped of control over the use of personal or confidential information is a well-established form of injury, as in the torts of misappropriation of name or likeness\textsuperscript{728} and wrongful appropriation of trade secrets.\textsuperscript{729}

Second and relatedly, a consumer’s autonomy is inherently diminished by a business’s “failure to inform” them about the processing of their personal data.\textsuperscript{730} “When individuals are not informed of their rights or not given important

\footnotesize{

\textsuperscript{726}See, e.g., IBM, \textit{Cost of a Data Breach Report 2022} 13 (2022), https://www.ibm.com/reports/data-breach (“A majority [60\%] of organizations in the study said they increased the price of their products and services as a result of the data breach.”); Alex Scroxton, \textit{Consumers left out of pocket as security costs soar}, Comput. Wkly. (July 27, 2022), https://www.computerweekly.com/news/252523222/Consumers-left-out-of-pocket-as-security-costs-soar (“As it becomes increasingly difficult to obtain cyber insurance coverage and/or pay-outs following cyber incidents, companies will certainly look to pass these costs on to their customers, who will end up not only footing the bill for the breach, but also paying the price for having their data in the hands of criminal gangs or for sale on the dark web[,]”).

\textsuperscript{727}Citron & Solove, \textit{supra} note 18, at 846; \textit{see also} Alan F. Westin, \textit{Privacy and Freedom} 7 (1967) (defining privacy as the right of individuals “to control, edit, manage, and delete information about themselves and decide when, how, and to what extent information is communicated to others”).

\textsuperscript{728}Restatement (Second) of Torts § 652C; \textit{see also} Long \textit{v. Southeastern Pa. Transp. Auth.}, 903 F.3d 312, 324 (3d Cir. 2018) (“These latter three types of privacy torts represent interference with an individual’s ability to control his personal information. That is analogous to the injury here, which is the use of Plaintiffs’ personal information—their consumer reports—without Plaintiffs being able to see or respond to it.”).

\textsuperscript{729}Restatement (Third) of Unfair Competition § 40.

\textsuperscript{730}Citron & Solove, \textit{supra} note 18, at 849; \textit{see also} Long, 903 F.3d at 324; Robertson \textit{v. Allied Sols., LLC}, 902 F.3d 690, 697 (7th Cir. 2018) (“Respondents’ injury consequently seems concrete and particular. . . [W]hat matters is that Robertson was denied information that could have helped her craft a response to Allied’s concerns.”) (cleaned up).
information, they are harmed because they lose their ability to assert their rights at
the appropriate times, to respond effectively to issues involving their personal data,
or to make meaningful decisions regarding the use of their data.”731

Finally, a business’s failure to evaluate and disclose the details of its personal
data processing creates “an imbalance in information between buyers and sellers,
which can potentially lead to inefficient market outcomes.”732 Not only does this
practice foist the burden of identifying and mitigating the risks of processing onto
the consumer—who is almost always in a worse position to do so—but it can also
“lead to an ‘adverse selection’ or ‘lemons’ problem, where higher quality goods
(e.g., more privacy protective goods and services) are driven out of the market.”733
These inefficiencies cause substantial economic injuries to consumers.

Undisclosed and unevaluated commercial processing of personal data is
not reasonably avoidable by consumers. Although notice alone is often insufficient
to make a business’s processing of personal data reasonably avoidable by a
consumer, it is self-evident that a consumer cannot reasonably avoid something if
they are not made aware of it. “Having no reason to anticipate the harm” associated
with undisclosed and unevaluated processing of their personal data, “there [is] no
occasion for the consumers even to consider taking steps to avoid it.”734 Even the
most sophisticated and well-resourced consumers cannot protect themselves against
the exploitation of their personal information by third-party data brokers that
operate in the shadows,735 app developers and SDKs that covertly collect location
data,736 or platforms that collect and process personal information to a far greater
extent than they disclose.737

731 Citron & Solove, supra note 18, at 849.
732 OECD, Consumer Data Rights and Competition - Background Note 23 (2020),
733 Id.
734 IFC Credit Corp., 543 F. Supp. 2d at 948; see also Orkin Exterminating Co., 849 F.2d at 1365
(“[C]onsumers may act to avoid injury before it occurs if they have reason to anticipate the impending
harm and the means to avoid it[].”) (emphasis added).
735 See, e.g., Complaint for Permanent Injunction & Other Relief, FTC v. Kochava, Inc., No. 2:22-cv-377
(D. Idaho filed Aug. 29, 2022),
737 See, e.g., In re Facebook, Inc, FTC File No. 092-3184 (2011, 2019).
Undisclosed and unevaluated commercial processing of personal data is not justified by any benefits to consumers or competition. There is no credible benefit to consumers from commercial processing of personal data conducted without adequate notice and an assessment of the risks. Transparency is just one piece of an effective data protection framework, but it unquestionably benefits individuals and maximizes consumer choice and control. Of course, it is also important to ensure that notice concerning the processing of personal information is presented in an accessible fashion and does not bombard or overwhelm consumers. But no reasonable consumer would contend that key information about the commercial use of their personal data should be affirmatively withheld if they seek it out or that businesses should process their data oblivious to the injuries that may result.

And as noted, opaque and unaccountable data processing tends to create less efficient markets by introducing information asymmetries, increasing transaction costs for the consumer, unfairly entrenching the market position of unscrupulous data holders, and excluding less privacy protective alternatives from the market. “[Online] transactions appear to take place in an inefficient market hampered by steep information asymmetries, which are further aggravated by big data. Transacting with a big data platform is like a game of poker where one of the players has his hand open and the other keeps his cards close.” Individual firms may benefit enormously from the undisclosed processing of personal data. Competition does not.

Undisclosed and unevaluated commercial processing of personal data is prevalent. To begin with, the commercial processing of personal data is a definitively prevalent trade practice. U.S. spending on digital advertising alone—a sector heavily reliant on the tracking and targeting of individual consumers—

739 See OECD, supra note 732, at 23; EPIC et al., Comments on Competition and Consumer Protection in the 21st Century Hearings 19 (2018), https://epic.org/wp-content/uploads/apa/comments/EPIC-FTC-CompetitionHearings-August2018.pdf (“Privacy—or a lack thereof—is at the very heart of why the digital platforms have been able to entrench their dominance. Access to consumer data gives firms a competitive edge that did not exist prior to the age of big data.”).
reached at least $189 billion in 2021\textsuperscript{741} (and is by some accounts more than twice that high).\textsuperscript{742} Data brokerage is a more than $200 billion industry,\textsuperscript{743} and the location data market is estimated at $14 billion.\textsuperscript{744} The breathtaking scale of the surveillance economy is beyond doubt.

But while commercial processing of personal data is abundant, there is a widespread failure to thoroughly evaluate the risks that such processing presents to individuals and to provide adequate notice. A 2020 survey found that just 57% of businesses had conducted a data security risk assessment.\textsuperscript{745} That means 43% of businesses failed to conduct even a baseline analysis of security threats to the data they collect, use, store, or transfer—let alone a comprehensive evaluation of the privacy risks that their processing poses. Fewer businesses still publish the results or contents of those risk assessments, even in a redacted or summarized form.

A 2019 survey of 150 privacy policies—the mechanism by which many companies would ostensibly disclose the details of their data processing activities—found the policies “inscrutable,” “vague,” “opaque[],” and an “incomprehensible disaster.”\textsuperscript{746} This systematic ambiguity “undermines the purpose and value of a


\textsuperscript{746} Kevin Litman-Navarro, *We Read 150 Privacy Policies. They Were an Incomprehensible Disaster.*, N.Y. Times (June 12, 2019), https://www.nytimes.com/interactive/2019/06/12/opinion/facebook-google-privacy-policies.html; see also *Social Media Privacy*, EPIC (2022),
privacy policy for website users” and fails to achieve the “clarity in privacy practices [that] is a necessary prerequisite to empowering users to make informed decisions.”

The failure of current notice and accountability mechanisms is apparent from consumers themselves. In a 2021 industry survey of consumers in twelve countries (including the United States), 46% of respondents reported being unable “to effectively protect [their] personal data today,” and 76% of those cited the difficulty of “figur[ing] out what companies are doing with my data” as a reason. Not surprisingly, 59% of Americans reported in a 2019 Pew Research Center survey that they “underst[oo]d very little or nothing” about what companies do with the personal data they collect.

And the fact that the Commission has taken significant steps to ensure that businesses thoroughly evaluate and disclose their processing of personal data reflects the systemic nature of the problem. For example, the Safeguards Rule already requires financial institutions to “identif[y] reasonably foreseeable internal and external risks to the security, confidentiality, and integrity of customer information that could result in the unauthorized disclosure, misuse, alteration, destruction, or other compromise of such information, and assesses the sufficiency of any safeguards in place to control these risks.” This same requirement has been incorporated into multiple consent decrees premised on unfair and deceptive data practices.

To prevent undisclosed and unevaluated commercial processing of personal data, the Commission should establish robust assessment, disclosure,
and access requirements. This should include both a requirement to conduct privacy impact assessments and individual rights for consumers to access, correct, or delete their personal information.

The Commission should require businesses to conduct and disclose a privacy impact assessment prior to processing personal data or substantially modifying their processing of personal data. A privacy impact assessment, also known as a data protection impact assessment or privacy risk assessment, is an analysis of how and why personally identifiable information will be collected, processed, stored, and transferred. When implemented properly, privacy impact assessments force institutions to carefully evaluate and disclose the privacy risks of a proposed action, system, or project—and to mitigate those risks. We urge the Commission to require businesses that intend to process personal data to conduct and publish a robust privacy impact assessment prior to initiating or substantially modifying such processing.

The object of a privacy impact assessment is to “anticipate[] problems, seeking to prevent, rather than to put out fires.”752 When a business is deciding whether to initiate a collection of personal data or to adopt a system that will process personal data, it is the responsibility of that business to conduct a privacy impact assessment before proceeding. An impact assessment enables the business to identify privacy risks, to determine how and if those risks can be mitigated, and to make an informed decision on whether the proposed collection or system can be justified in light of its privacy impact. An impact assessment can also provide the public with vital information about a data collection or a data system that poses a threat to privacy. Privacy impact assessments are analogous to the environmental impact statements that federal agencies and other entities must complete before initiating projects that will significantly affect the environment.753

An impact assessment should not be a simple box-checking exercise or a static, one-off undertaking. Rather, it is “a process which should begin at the earliest
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752 Privacy Impact Assessment v (David Wright & Paul de Hert, eds., 2012) (foreword by Gary T. Marx).
possible stages, when there are still opportunities to influence the outcome of a project. It is a process that should continue until and even after the project has been deployed.”  

Privacy impact assessments have been in use for more than thirty years and are a key component of leading data protection frameworks. Impact assessments are required of federal agencies (including the FTC) under section 208 of the E-Government Act of 2002, are mandated by the European Union’s General Data Protection Regulation (GPDR) for projects that are “likely to result in a high risk to the rights and freedoms of natural persons”; and feature in both the California Consumer Privacy Act (CCPA) and the Colorado Privacy Act (CPA). Impact assessments are also an important element of the Commission’s consent decrees arising from unlawful data protection and data security practices.

These existing frameworks offer a blueprint for the Commission to develop effective privacy impact assessment requirements. But four principles are worth highlighting here. First, the Commission must ensure that it sets an inclusive threshold for the obligation to complete an impact assessment. Even relatively limited processing of personal data can pose a significant threat to consumers if a business fails to identify, evaluate, and mitigate the resulting risks. If necessary, the
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minimal regulatory burden posed by impact assessments can be calibrated by tying the required scope and depth of assessments to the size, complexity, nature, and sensitivity of the data processing for which they are required. But the baseline assessment requirement should extend to all entities subject to the FTC’s jurisdiction that engage or intend to engage in the processing of personal data.

Second, we urge the Commission to require the completion of a privacy impact assessment as soon as a business takes material steps toward data processing that will pose a risk to consumers so that the risks to individuals can be prevented or mitigated before processing begins. Allowing impact assessments to be postponed until the last minute (or even until after data processing has begun) threatens to turn the assessments into superfluous paperwork and facilitate the whitewashing of harmful data practices. We also urge the Commission to require covered businesses to review and update privacy risk assessments well in advance of any change to a business’s data processing activities that might alter the resulting risks to individuals’ privacy, but in any event no less than once per six-month period.

Third, although the categories of information suggested by the Commission’s ANPR are essential to effective impact assessments, additional disclosures should be included. The Commission asks whether companies should be required to explain:

- The data [companies] use;
- How they collect, retain, disclose, or transfer that data;
- How they choose to implement any given automated decision-making system or process to analyze or process the data, including the consideration of alternative methods;
- How they process or use that data to reach a decision;
- Whether they rely on a third-party vendor to make such decisions;
- The impacts of their commercial surveillance practices, including disparities or other distributional outcomes among consumers; [and]
- Risk mitigation measures to address potential consumer harms.[763]

We believe all of these categories should be included in a privacy impact assessment, and we would advise the Commission to also require the following non-exhaustive list of disclosures:
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763 ANPR, supra note 1, at 51285.
• The purpose(s) for which the company will collect, process, retain, or make available to third parties each category of personal data;
• The sources of the personal data the company will collect, process, retain, or make available to third parties;
• To which third parties and service providers, if any, the company will make personal data available;
• What notice or opportunities for consent will be provided to consumers concerning the company’s collection, processing, or retention of their personal data or the availability of such information to third parties;
• The potential harms that might result from such processing, including but not limited to privacy, physical, economic, psychological, autonomy, and discrimination harms;
• The company’s asserted need to engage in such collection, processing, retention, or transfer of personal information;
• Any alternatives to such collection, processing, retention, or transfer of personal information seriously considered by the company and the reason(s) why such alternatives were rejected;
• How the asserted benefits resulting from such collection, processing, retention, or transfer to the business, the consumer, other stakeholders, and the public compare to the risks to the consumer; and
• A plain language summary of the assessment that would be comprehensible to a reasonable consumer.

Finally, it is critical that both the Commission and the business conducting a risk assessment publish the results of that assessment promptly, conspicuously, and by means that are readily accessible to interested members of the public. In addition to forcing a business to evaluate and mitigate the harms of its data processing, a risk assessment also serves to inform the public of a data collection or a data system that poses a threat to privacy—a key corrective to the harms caused by undisclosed processing. We believe the underlying assessments should be presumptively public, subject only to the narrow redactions necessary to protect data security and trade secrets. Such assessments should be both published in a central repository maintained by the Commission and made readily accessible to consumers by the companies themselves. We take no position on whether a single document may be used to disclose a company’s assessment of multiple data processing activities, so long as the document includes the required elements and is published well in advance of any new or changed processing activities that might alter the resulting risks to individuals’ privacy.
It is worth repeating that even the strongest privacy impact assessment and transparency requirements are insufficient methods to protect privacy alone. They must be paired with substantive limits on data collection and processing set out elsewhere in these comments.\textsuperscript{764}

In addition to requiring businesses to evaluate and disclose their processing of personal data to the public at large, the Commission should require businesses to promptly honor an individual’s request to access all data the business maintains on them; to have such data corrected if it is in error; and to secure the deletion of all such data. Access, correction, and deletion rights ensure additional accountability, transparency, and user control of businesses’ processing of personal data.

Access rights date back at least as far as the Fair Credit Reporting Act in U.S. law;\textsuperscript{765} feature prominently in the EU’s General Data Protection Regulation,\textsuperscript{766} California Consumer Protection Act,\textsuperscript{767} Colorado Privacy Act,\textsuperscript{768} and other data protection regulations; and are found in the proposed American Data Privacy and Protection Act.\textsuperscript{769} These frameworks point to at least four principles for the Commission’s implementation of access, correction, and deletion rights.

First, the right of access should extend to substantially all of the individual’s personal data collected, maintained, or processed by the business; must enable the individual to learn the identities of any third parties and service providers to which the business has transferred personal data and an explanation of why such transfer(s) occurred; and must require disclosure of the individual’s personal data in a human-readable format that a reasonable individual can understand.

Second, the right of correction should require corroborating evidence from the individual only where a business reasonably believes that the individual’s proposed correction is erroneous and the accuracy of the personal data in question

\textsuperscript{764} See generally Ari Ezra Waldman, Industry Unbound (2021) (demonstrating that many privacy impact assessments have become little more than checkbox forms).
\textsuperscript{765} Fair Credit Reporting Act, 15 U.S.C. § 1681 et seq.
\textsuperscript{766} GDPR arts. 15–17.
\textsuperscript{769} ADPPA § 203.
is material to the business’s operations; should minimize the burden on the individual in circumstances where it is appropriate for a business to request corroborating evidence; and should require a business to make reasonable efforts to ensure that any third parties and service providers to which it has transferred the individual’s personal data also correct the identified error(s).

Third, as with the right of correction, the right of deletion should require a business to make reasonable efforts to ensure that any third parties and service providers to which it has transferred the individual’s personal data also delete such data. Companies should also be required to delete personal data once that data is no longer necessary for the purpose for which the data was collected, processed, or transferred.\(^\text{770}\)

Finally, it is important that the Commission establish frictionless mechanisms for the exercise of these rights. The Commission should consider establishing platform- and technology-neutral standards in its commercial surveillance rule that would enable individuals to easily submit access, deletion, and correction requests to each business. The Commission should also explore requiring businesses to honor global or multi-business access, correction, and deletion requests where appropriate.

**Just as privacy impact assessments and transparency alone are not enough to protect privacy, neither are individual rights.** As Professor Ari Ezra Waldman has noted: “The practices associated with individual rights of control seem empowering: we can click on links to ask that our data be deleted, corrected, and moved. But although more control sounds like a good thing, individual rights will not solve collective privacy problems.”\(^\text{771}\) Professor Julie Cohen observes that “Atomistic, post hoc assertions of individual control rights, however, cannot meaningfully discipline networked processes that operate at scale.”\(^\text{772}\) Individual


rights are not meaningful unless combined with the substantive limits on data collection and processing set out elsewhere in these comments.

5. **The Privacy of Minors**

5.1. **It is an unfair practice to collect, process, retain, or transfer the personal data of minors under the age of 18 unless strictly necessary to achieve the minor’s specific purpose for interacting with the business or to achieve certain essential purposes.**

*Responsive to questions 1, 3–5, 8, 10, 12–15, 17, 19–22, 28, 75, 76, 79.*

Commercial surveillance causes unique harms for children and teenage consumers that result in substantial injury. From a very young age, minors participate in a broad range of activities online. These online activities can have many benefits—allowing kids to learn about an endless array of topics, participate in school during a pandemic, connect with loved ones around the world, play games, and explore their developing identities. Unfortunately, the lack of adequate rules to protect minors from commercial surveillance leaves them exposed to the same harms suffered by adults described in section 1. In many instances those harms, such as harms to autonomy or security, are magnified by the unique vulnerabilities of minors. Minors are uniquely vulnerable to profiling and other effects of commercial surveillance systems, which are necessarily designed to suggest and shape preferences and beliefs. A rule under the Commission’s unfairness authority could protect children and teens online while not significantly impacting competition in the online services, education technology, and advertising industries. Minors can enjoy the benefits of technology without being subject to commercial surveillance.

As noted in section 1, the most widespread injuries to privacy online today come from the sweeping collection and use of personal data to profile and target consumers based on what they read, where they go, who they interact with, and

---

how likely they are to click or buy. Current laws such as the Children’s Online Privacy Protection Act (COPPA) are not sufficient to protect minors from these harms.

For example, Life360, a family location sharing app, sold collections of families’ location data to about a dozen data brokers, which in turn sold it to “virtually anyone who want[ed] to buy it.” While marketed as a way for parents to monitor their children’s location, Life360 has been one of the largest sources of data in the industry.774 As a default, Life360 asks users for the broadest permissions possible for functional purposes.775 The only way a consumer could avoid ceaseless location tracking is to not download the app at all.776 Life360 provides a disclaimer in small print: “Your location data may be shared with Partners for the purposes of crash detection, research, analytics, attribution and tailored advertising.”777 While Life360 claims that its purpose is to provide a family location sharing and safety app, it has sold vast amounts of location data to brokers who, in turn, have sold it to an untold number of buyers for undisclosed purposes. A lack of regulations and safeguards has allowed Life360 to profit from selling families’ location data, a use entirely unrelated to the original purpose that data was collected for (allowing family members to track each other’s real-time locations). Life360 has stated that it will change its practice of selling precise location data, but currently no U.S. regulation is stopping similar behavior from other entities.778 Notably, the minor is not the one choosing to use the Life360 app—their parents are—but it is the minor’s location that is being collected, sold, and distributed widely in the online data ecosystem. This could have dangerous downstream effects and lead to physical harm if the location data of a minor is obtained by a bad actor, such as an abusive

774 Id.
776 Id.
777 Id.
778 John Keegan & Alfred Ng, Life360 Says It Will Stop Selling Precise Location Data, Markup (Jan. 27, 2022), https://themarkup.org/privacy/2022/01/27/life360-says-it-will-stop-selling-precise-location-data.
relative or child groomer.\textsuperscript{779} The Commission must issue a rule that prohibits this type of secondary data use that violates the reasonable expectations consumers have when they download and use an app.

The secondary use of minors’ data to provide targeted advertising is especially harmful, as described in detail in the Comments of the Center for Digital Democracy and Fairplay. EPIC supports FairPlay and the Center for Digital Democracy’s call to ban targeted advertising to minors.

Surveillance practices also make it exceedingly difficult for children and teens to develop a sense of autonomy. When minors are aware of monitoring as they use technology at home or in school, they change their behavior in ways that have chilling effects on their expression, critical thinking, and political participation.\textsuperscript{780} A recent report by the Center for Democracy and Technology found that half of students surveyed agreed with the statement “I do not share my true thoughts or ideas because I know what I do online may be monitored.”\textsuperscript{781} As Professor Julie Cohen notes, “The opportunity to experiment with preferences is a vital part of the process of learning, and learning to choose, that every individual must undergo.”\textsuperscript{782} The constant surveillance of minors has detrimental effects on their sense of autonomy—and to our society as a whole, as free thought and expression is impeded.

The broad collection of minors’ personal data also poses security risks and can cause physical harms. The FBI warned in a 2018 alert that the rapid increase in


\textsuperscript{780} Id. at 11; see also Neil Richards, Intellectual Privacy: Rethinking Civil Liberties in the Digital Age 180 (2015) (chilling effects can put “the intellectual development of our citizenry at risk.”).


\textsuperscript{782} Julie E. Cohen, Examined Lives: Informational Privacy and the Subject as Object, 52 Stan. L. Rev. 1373, 1425 (2000) (citing Anita L. Allen, Coercing Privacy, 40 Wm. & Mary L. Rev. 723, 754–55 (1999) (“Privacy is a matter of escaping as well as embracing encumbrances of identity. Without adequate privacy, there can be no meaningful identities to embrace or escape, and no opportunities to engage in meaningful reflection, conversation, and debate about the grounds for embracing, escaping, and modifying particular identities.”)).
the use of educational technologies and widespread collection of student data could “have privacy and safety implications if compromised or exploited.” 783 “Malicious use of sensitive data could result in social engineering, bullying, tracking, identity theft, or other means of targeting children,” the FBI warned. 784 These same risks apply when the data is collected for commercial surveillance purposes.

Profiling of children and teens enabled by widespread data collection is particularly harmful, as it places minors in “predetermined categories, very often without their knowledge.” 785 The Committee of Ministers of the Council of Europe recently adopted a recommendation on the use of profiling, noting that it “can pose significant risks for individuals’ rights and freedoms,” particularly for vulnerable persons, including children. 786 A report on children’s privacy to the United Nations Human Rights Council also illustrated the harms from profiling of children and teens. 787 In particular, the report discussed the harms of profiling as children increasingly form their personalities and identities in digital settings. 788 “Profiling children limits their potential self-development in childhood, adolescence and possibly adulthood, as behavioural predictions and nudging techniques can predetermine options and choices.” 789 Additionally, processing children’s personal data can infringe on their privacy, can lead to a loss of autonomy, and can result in economic, emotional and physical harms. 790

Facebook whistleblower Frances Haugen highlighted the risks of profiling teens in Congressional hearings late last year, saying:

784 Id.
786 Id.
788 Id. at 14 (“[C]hildren must be able to enjoy, unimpaired by commercial practices, their rights to unhindered development of personality.”).
789 Id.
790 Id.
The second question is around things like search, like how do those interests then percolate into spirals like down rabbit holes? When you engage with any content on Instagram, Facebook learns little bits of data about you—they learn what kinds of content you might like, and then they try to show you more. But they don’t show you random content, they show you the content most likely to provoke a reaction for you. And Facebook has demonstrated that in the case of things like teenagers, you can go from a search query like healthy eating to anorexia content within less than two weeks, just by engaging with the content that you’re given by Facebook.\textsuperscript{791}

In order to drive its engagement-optimizing algorithms (discussed in section 5.2), Facebook was collecting data points on every click, every piece of content viewed, and every search query to build profiles about teenagers in order to keep them online for longer, to keep the commercial surveillance cycle going, and to optimize Facebook’s profits. A data minimization rule that limited the use of personal data to that which is strictly necessary to provide a service, as we propose below, would curtail this kind of harmful profiling and targeting.

The substantial injuries resulting from commercial surveillance are not reasonably avoidable by minors. This is due to the fact that (1) children and teens are a class of consumers with unique vulnerabilities and (2) society has progressed to a point where kids and teens cannot avoid going online if they want to participate in both educational and social activities.

Where informational asymmetry exists in the relationship between sellers and adult consumers, that asymmetry is only exacerbated when it comes to child or teen consumers. The primary driver of informational asymmetry regarding commercial surveillance is that it is non-obvious to the user. This is especially true for children and teens, who are still developing critical thinking skills and cannot easily distinguish advertisements or influencer content from non-commercial content.\textsuperscript{792} Only 25% of 8- to 15-year-olds, for example, were able to identify the top results


from a Google search as advertisements, despite them being labeled with the term “ad.”

Because minors generally do not know how and when they are tracked, they have no way to avoid such tracking. They are less likely understand how their data is being used for surveillance purposes. A recent UNICEF manifesto called for improved governance of children’s data because children are generally more vulnerable consumers than adults and less likely to appreciate the longer-term implications of the commercial surveillance directed at their online presence.

Another aspect of reasonable avoidance relates to consent. As discussed above, children and teens are more vulnerable and likely to unknowingly or unwillingly consent to data collection or surveillance. COPPA requires some websites and apps to obtain verifiable parental consent before collecting, using, or disclosing personal information from children under the age of thirteen. Operators must comply with COPPA if they direct content to children or if they know they are collecting, using or disclosing information from children under 13. Despite COPPA’s protections, commercial surveillance of children persists at an expansive scale. One recent study found that 67% of apps used by preschool-aged children collected persistent digital identifiers and transmitted them to third-party

---
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795 See id. at 2–3 (“The implications of surveillance and tracking are also more significant for children due to greater exposure over their lifetime[.]”).
797 Id.
companies.\footnote{799} Many of these apps were “child directed” and likely in violation of COPPA,\footnote{800} while in other cases COPPA did not apply because the preschooleer was using a general audience app.\footnote{801} In 2017, researchers found that by the time a child turns 13, over 72 million data points have been collected about them (and that excludes trackers used by Facebook, Twitter, YouTube, and other embedded social widgets).\footnote{802} This number is assuredly even higher five years later. Moreover, child-directed websites and applications used by children are not always listed in kids’ sections or otherwise identified as being directed at children.\footnote{803} Many websites and apps used by children are not “child-directed,” or claim not to verify the age of users as under 13 to evade COPPA enforcement completely.\footnote{804} Just as consumer surveillance harms are not reasonably avoidable for consumers that are children and teens, they are also unavoidable for parents trying to maintain their children’s privacy online, as the parental consent mechanisms of COPPA either are not


\footnote{800} Id. at 2 (“Binns and colleagues used static app analysis (i.e., analyzing app source code to find code that directs data collection to third parties) on 959,000 apps from the US and UK Google Play stores. They found that apps targeting children had among the highest number of third-party trackers. Reyes et al. used dynamic analysis to track the data transmissions from 5855 of the most popular free Android children’s apps and showed that the majority had potential COPPA violations.”).

\footnote{801} Id. at 6 (“some children in our study used apps that transmit geolocation data, such as the McDonald’s app, and games such as hole.io and SpeedBall. Children may easily download general audience apps from Google Play when parental controls are not enabled. It is also possible that children install adult-directed apps through advertisements that appear in children’s apps,10 where they can easily be clicked and installed.”).


\footnote{803} Fowler, supra note 798 (There are more than 391,000 child-directed apps between Google and Apple App stores — more than the offerings in the “kids sections” of the app stores.).

\footnote{804} See Craig Timberg, Sex, drugs, and self-harm: where 20 years of child online protection law went wrong, Wash. Post (June 13, 2019), https://www.washingtonpost.com/technology/2019/06/13/sex-drugs-self-harm-where-years-child-online-protection-law-went-wrong/ (detailing how COPPA “actual knowledge” standard is ineffective because it is easy for kids to represent that they are older than 13).
enforced or not triggered due to the “general audience” nature of the site the minor is using.805

Children and teens are tracked and profiled as they spend much of their lives online, from toys to educational technology to social media. “In the two years from 2019 to 2021, screen use increased far faster than it had in the previous four years. In fact, the increase in screen use among tweens was six times as large in the past two years as it had been in the four years before that.”806 Research confirms that young people are increasingly online to socialize, read, create content, and play games.807 Their constant online presence and unique vulnerabilities as minors make consumer surveillance harms unavoidable. “The digital ecosystem is so complex and data processing so seamless,” that children and their parents cannot truly understand the benefits or avoid the risks and harms.808 Facebook’s own research has shown that “young people are acutely aware that Instagram can be bad for their mental health, yet are compelled to spend time on the app for fear of missing out on cultural and social trends.”809

The proliferation of educational technology (“edtech”) tools in recent years has made online tracking even more unavoidable for children and teens. If a certain app or website is used in the classroom, parents do not typically have the opportunity to review that edtech tool or its privacy policy. Even if parents were given advance notice and the ability to review these tools, the amount of time required would be staggering and not feasible for the average parent. And if a website or app is required to be used for homework, test taking, school communication, or storage of educational files, students and parents are left with no meaningful choice but to use the service. This was especially true during the

805 Fowler, supra note 798 (“Bottom line: If you’re a parent who wants to make sure your kids’ apps respect their privacy, it takes work.”); see also Cannataci, supra note 787, at 17 (“Most children and parents do not have the capacity to challenge educational technology companies’ privacy arrangements or to refuse to provide data, as education is compulsory.”).
807 Id.
808 UNICEF Manifesto on Children’s Data, supra note 794.
COVID-19 pandemic, as online learning was often the only option children had to “attend” school—the “choice” was to log on to an edtech product or be marked as absent. Researchers at Human Rights Watch analyzed 164 edtech products endorsed by 49 countries during the pandemic.\(^{810}\) Of the 164 products, 146 (89%) were found to have “put at risk or directly violated children’s privacy and other children’s rights, for purposes unrelated to their education.”\(^{811}\) The researchers also found over 700 third-party trackers embedded in 112 edtech websites and estimated that a child logging into a single one of those sites to “attend” school would be tracked by an average of six third-party trackers per day.\(^{812}\) Commercial surveillance has become unavoidable to minors who need to attend school remotely or simply want to be online for social, research, or other purposes.

**The injuries to minors caused by commercial surveillance are not outweighed by countervailing benefits to consumers or competition.**\(^{813}\) The Commission must give special consideration to commercial transactions involving children. Children and teens are not typical “bargaining” consumers—they often do not have full agency or understanding to consent to the collection of their personal data. While some degree of data collection may be necessary to provide or personalize a specific service, the use of that data for secondary commercial purposes is not necessary to provide the service.

The serious harms to children and teens online are also not outweighed by benefits to competition in the consumer surveillance realm. Personal data about children and teens, which is necessarily sensitive data, is “packaged up into profiles for commercial advertising purposes. This sort of profiling creates an online experience where advertisers are allowed to target potentially vulnerable young people for commercial gain, and places huge power in the hands of unknown

---
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advertisers.”814 Below, we propose a rule dictating that the personal data of individuals under 18 may only be collected, processed, or transferred if strictly necessary to achieve the minor’s specific purpose for interacting with the business or strictly necessary to achieve certain essential purposes. This rule would apply evenly, and no one firm would have the upper hand. Moreover, privacy measures tend to distribute market power and improve competition.815

The Commission has the authority to issue a rulemaking addressing commercial surveillance harms to kids and teens because mass collection of their data is prevalent. One way to establish prevalence is through evidence that indicates a widespread pattern of unfair or deceptive practices.816 From educational settings to toys, gaming, and social media, kids and teens live much of their lives online. Their online presence is constantly monitored, often without their knowledge or consent.817 Not only has there been “an uptick in daily teen internet users, from 92% in 2014–15 to 97% today[,]” but the “share of teens who say they are online almost constantly has roughly doubled since 2014–15 (46% now and 24% then).”818 Based on the ubiquity of kids and teens’ internet use and associated harms, there is sufficient evidence to establish that the mass collection of minors’ personal data is widespread and prevalent.

To stop the excessive collection, processing, retention, and transfer of the personal data of minors, the Commission should issue a rule that has layered protections to safeguard children and teens from substantial injury. The first layer should be a rule dictating that the personal data of individuals under 18 may only be collected, processed, or transferred if strictly necessary to achieve the minor’s

815 Berjon, supra note 103.
817 See Andrew Young & Stefaan G. Verhulst, Why We Need Responsible Data For Children, Conversation (Mar. 23, 2020), https://theconversation.com/why-we-need-responsible-data-for-children-134052 (“[D]ata systems used are often designed with (consenting) adults in mind without a focus on the unique needs and vulnerabilities of children. This can lead to the collection of inaccurate and unreliable data as well as the inappropriate and potentially harmful use of data for and about children.”).
specific purpose for interacting with the business or strictly necessary to achieve certain essential purposes that provide a clear benefit to the minor or to the public.\textsuperscript{819} For data that is strictly necessary, collection from minors under 13 years old should still require verifiable parental consent (as is required under COPPA).

COPPA currently dictates that operators of websites or online services directed to children under 13 years of age, including edtech providers, may not condition participation in any activity on a child disclosing more information than is reasonably necessary for the child to participate in that activity.\textsuperscript{820} This standard may have been workable when COPPA was passed in 1998, when children were barely using the Internet and commercial surveillance practices had not yet become prevalent. But today it means that a website could simply bury a “skip” button below an extensive data request and be in compliance with COPPA. COPPA’s verifiable parental consent provisions face a similar problem. They may have been workable in 1998 when parents had to deal with minimal requests for consent, but it is unrealistic in 2022 to expect parents to (1) understand the scope of today’s data ecosystem in such a way that they can meaningfully consent to data collection for their children, and (2) actually review the lengthy privacy policies for the myriad websites and apps used by children. Moreover, COPPA only covers websites and

\textsuperscript{819} See e.g. CCPA § 1798.121(a) (enumerating the purposes for which California consumers can ask a business to limit the use of their sensitive personal data to, such as (1) “use which is necessary to perform the services or provide the goods reasonably expected by an average consumer who requests those goods or services;” (2) “Helping to ensure security and integrity to the extent the use of the consumer’s personal information is reasonably necessary and proportionate for these purposes;” (3) “Short-term, transient use, including, but not limited to, nonpersonalized advertising shown as part of a consumer’s current interaction with the business, provided that the consumer’s personal information is not disclosed to another third party and is not used to build a profile about the consumer or otherwise alter the consumer’s experience outside the current interaction with the business;” (4) “Performing services on behalf of the business, including maintaining or servicing accounts, providing customer service, processing or fulfilling orders and transactions, verifying customer information, processing payments, providing financing, providing analytic services, providing storage, or providing similar services on behalf of the business;” and (5) Undertaking activities to verify or maintain the quality or safety of a service or device that is owned, manufactured, manufactured for, or controlled by the business, and to improve, upgrade, or enhance the service or device that is owned, manufactured, manufactured for, or controlled by the business.”)

online services directed at children, but data collection from children and teens is harmful whether it is collected by a child-directed or general audience site. Unfair practices are happening despite COPPA because parents and minors do not have a meaningful choice. Life in 2022 requires the use of online services and apps by children and teens, and there is currently no way to reasonably avoid the harms caused by these services.

Imposing a rule that requires that the personal data of individuals under 18 may only be collected, processed, or transferred if strictly necessary to achieve the minor’s specific purpose for interacting with the business or strictly necessary to achieve certain essential purposes is fully within the Commission’s mission and is not undercut by Congress’s decision to pass COPPA. Congress was right to define the practices prohibited by COPPA as unfair and deceptive in 1998, and we do not seek to upend that Congressional judgment. But nothing in COPPA suggests that it was meant to be the exhaustive or exclusive account of data practices that could unfairly harm children. If that were the intent, Congress could have expressly preempted the Commission’s authority to define unfair and deceptive data practices that harm children, something it has done in other contexts. But it did not. COPPA is a floor, not a ceiling, and the Commission retains its authority to lay down more restrictive rules to protect the privacy of children against evolving business practices. As the Commission itself recently stated in its policy statement on edtech and COPPA:

When Congress enacted the Children’s Online Privacy Protection Act (“COPPA”), it empowered the Commission with tools beyond administering compliance with notice and consent regimes. The Commission’s COPPA authority demands enforcement of meaningful substantive limitations on operators’ ability to collect, use, and retain children’s data, and requirements to keep that data secure.821 Systems that collect and use data on children and teens in ways that are not strictly necessary are unfair regardless of whether a parent has nominally consented to them. Therefore, the Commission should issue a rule that adds a layer of protection before a consent request requiring that the personal data of individuals under 18

821 Id.
may only be collected, processed, or transferred if strictly necessary to achieve the minor’s specific purpose for interacting with the business or strictly necessary to achieve certain essential purposes.

5.2. **It is an unfair and deceptive practice to make intentional design choices in order to facilitate the commercial surveillance of minors.**

*Responsive to question 17.*

As detailed in the recent Petition for Rulemaking to Prohibit the Use on Children of Design Features that Maximize for Engagement by the Center for Digital Democracy (CDD) and Fairplay, the use of engagement-optimizing design practices on children is unfair in violation of section 5 of the Federal Trade Commission Act. EPIC supports CDD and Fairplay’s Petition for Rulemaking, and in these comments we echo the call for a rule prohibiting the use of engagement-optimizing design practices for all the reasons detailed in the petition. Engagement-optimizing design practices are often used to enable commercial surveillance, causing substantial injury to minors. Platforms make intentional design choices to keep kids and teens online for longer periods of time to drive increased data collection and surveillance, and the harms enumerated in the prior section are all exacerbated by these design practices.

**In addition to being unfair, it is also a deceptive practice to implement engagement-optimizing design choices to drive commercial surveillance.** These deceptive design choices are intentionally misleading. The entire goal of engagement-optimizing design is to deceive minors into spending more time online so the cycle of commercial surveillance can continue. The company extracts more personal data on the minor, the minor is shown more ads during their extended time on the app or platform, and the company makes more money. Design goals...

---


823 *See McCann, supra* note 794, at 16 (“[S]urveillance advertising is allowing advertisers to develop increasingly sophisticated strategies to capture their attention.”).

are set with business interests in mind, often with little regard for the wellbeing and safety of children. Business uses design features to increase and maintain engagement with children, including “push notifications, endless scrolling feeds, quantifying and displaying popularity, making it easy to share, in-app or in-game purchases, making it easy to connect, [and] friend or follower suggestions.”

Business models rely on and reinforce these design choices. At their core, “[d]igital platforms are designed to maximize revenue, and design choices that increase engagement and facilitate data collection put children at risk.”

By orchestrating engagement in this way, the deception is material. These design choices are material because they surreptitiously steer minors into the harmful and exploitative commercial extraction of their personal data, time, and attention. Moreover, the lack of transparency concerning website and platform design choices and goals constitutes an omission of material information. In other words, if certain design choices had been disclosed to minors or their parents, they may have made the choice not to use the website or application in question.

Design choices intended to increase data collection are prevalent. Engagement-optimizing design practices exist across a wide range of contexts, devices, and websites or applications, and they are used on consumers of every age. These deceptive and unfair designs include algorithms intended to go unnoticed by children and teens, causing them to provide more personal information than necessary or to stay online for longer periods of time. The harms from resulting from such extended periods online are both well documented and widespread. The Commission has authority to issue a rule concerning design choices and their effect on minors because unfair and deceptive design choices are prevalent across the commercial surveillance ecosystem.
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To protect children and teens from the harms of engagement-optimizing design practices, the Commission should adopt a rule prohibiting design features that unduly maximize minors’ engagement with online platforms, including categorical prohibitions on the practices outlined in CDD and Fairplay’s Petition for Rulemaking.832

6. DATA SECURITY

Responsive to questions 10–13, 30–36, and 47.

The Commission should declare that a business’s failure to implement reasonable security measures to protect consumer data is an unfair trade practice, and that any entity which represents that it protects the security of consumer data but fails to adopt reasonable data security measures has engaged in a deceptive trade practice. Consumers are facing an epidemic of data breaches and resulting identity theft and harm due to a lack of investment in and commitment to data security. The Commission has tried over the last two decades to improve the situation through case-by-case enforcement and the encouragement of industry self-regulation, but it is clear those approaches are not sufficient. Companies will not adequately invest in data security unless they face significant consequences for a failure to do so.

That is why it is necessary for the Commission to make clear in a rule what it has already made implicit through its enforcement actions: companies that fail to protect the data they are holding violate the law. And the rule should also shift the burden in cases where a major breach has occurred, establishing a presumption that large breaches are evidence of unreasonable data security practices absent clear evidence to the contrary. The rule should be even more strict for breaches of sensitive data, where a breach should be per se unfair; once a consumer’s sensitive data has been breached, there is little to nothing they can do to avoid fraud, identity theft, and other substantial injuries that the breach has caused.

The Commission has a long track record of bringing enforcement actions against companies that engage in lax data security practices. So it is a natural extension of those targeted enforcement actions to establish a rule that any entity

832 Engagement-Optimizing Rulemaking Petition, supra note 822.
seeking to collect, process, retain, or transfer personal data must establish, implement, and maintain reasonable administrative, technical, and physical measures to secure such data against unauthorized access, and that it is a deceptive practice to misrepresent data security practices to consumers. Poor data security continues to be an unfortunate and prevalent practice that feeds the constant stream of data breaches we read about every day. There is no question


that inadequate data security practices do not benefit consumers or competition—quite the opposite.

6.1. It is an unfair and deceptive practice to collect, process, retain, or transfer personal data without maintaining reasonable administrative, technical, and physical measures to secure such data against unauthorized access.

Consumers rely on the entities that collect their personal data to take the necessary steps to protect that data. The company decides what data to collect, how long to retain it, how to dispose of it, and how to safeguard it from unauthorized access throughout the lifecycle of its use. There are cost-effective and well-established methods for reducing the likelihood of breaches and for mitigating the amount of harm caused by unauthorized access when it does occur. Poor data security practices increase the likelihood and severity of breaches, which in turn increase the risk of identity theft and other harms to consumers. It is an unfair trade practice when entities fail to maintain reasonable data security practices—poor data security practices lead to increased risk of identity theft and other harms; consumers do not have the expertise to evaluate an entity’s data security practices nor can

consumers prevent misuse of their data after a breach; and the harms from data breaches continue at a staggering rate with no countervailing benefit to consumers nor to competition. It is also a deceptive trade practice when entities fail to disclose their deficient data security practices, including inadequate and generic disclaimers, and when entities explicitly misrepresent their data security practices to consumers.

Lax data security practices cause substantial injury to consumers because they increase the risk of breach or unauthorized access that can lead to identity theft, financial and/or public benefits fraud, and other financial losses and privacy invasions. The Commission has long recognized that breaches of personal data cause substantial injuries and that inadequate data security practices are the root cause of those breaches. As the Commission noted in its complaint against Wyndham, in which a hotel chain unfairly exposed the payment card information of hundreds of thousands of consumers across three data breaches, the “failure to implement reasonable and appropriate security measures exposed consumers’ personal information to unauthorized access, collection, and use.”

Similarly, in its complaint against D-Link, the Commission explained that “[a]s a result of Defendants’ failures, thousands of Defendants’ routers and cameras have been vulnerable to attacks that subject consumers’ sensitive personal information and local networks to a significant risk of unauthorized access.”

Breaches of sensitive personal information necessarily lead to losses including financial injury, identity

---

836 Wyndham, supra note 833, at ¶ 40.
837 D-Link, supra note 833, at ¶¶ 15–16, 18; see also Lenovo, supra note 833, at ¶ 11 (“And in fact, [the software at issue in Complaint] created two significant security vulnerabilities that put consumers’ personal information at risk of unauthorized access.”); AshleyMadison, supra note 833, at ¶ 31; InfoTrax, supra note 833, at ¶ 10(f)(iii); Equifax, supra note 833, at ¶ 23(A)(iv), 23(C); LightYear, supra note 833, at ¶ 11(d); CafePress, supra note 833, at ¶ 11(a).
theft, medical identity theft, fraud, and other concomitant harms. This is especially pronounced in large data sets, as the Commission noted in its complaint against Equifax:

Defendant’s failure to reasonably secure the sensitive personal information in their network [...] has resulted in substantial injury to nearly 150 million consumers whose personal information was stolen by identity thieves. These injuries include wasted time and money to secure personal accounts and consumer reports from future identity theft, the cost of obtaining additional credit monitoring products or security freezes, and a significantly increased risk of becoming victims of identity theft in the future. Additionally, because information such as SSNs and dates of birth are immutable, identity thieves could wait years before capitalizing on the stolen information. Thus, Defendant’s security failures are likely to continue to substantially injure consumers in the future.

The most recent Commission reports from 2020 and 2021 show that credit card fraud and government documents or benefits fraud individually accounted for

---

838 See, e.g., InfoTrax, supra note 833, at ¶ 23 (noting that data breaches make identity theft and fraud more likely, even if identity theft and fraud do not occur immediately after a breach); id. at ¶ 25 (noting that failure to provide reasonable security “has caused or is likely to cause substantial injury to consumers in the form of fraud, identity theft, monetary loss, and time spent remedying the problem”); CafePress, supra note 833, at ¶ 34 (noting that breached personal information is often used to commit identity theft and fraud); LightYear, supra note 833, at ¶ 16 (noting that the identity theft victim’s credit suffers when the thief fails to pay bills, victim’s tax refund often long-delayed due to tax fraud committed by thief using victim’s identity).

839 See e.g., Wyndham, supra note 833, at ¶ 40; InfoTrax, supra note 833, at ¶ 23; AshleyMadison, supra note 833, at ¶ 40. See also Bureau of Just. Stat., Dep’t of Just., Victims of Identity Theft, 2018 11 (Apr. 2020), https://bjs.ojp.gov/content/pub/pdf/vit18.pdf; Solove & Citron, supra note 61, at 745 (“Knowing that thieves may be using one’s personal data for criminal ends may produce significant anxiety.”); Danielle Keats Citron, The Fight for Privacy: Protecting Dignity, Identity, and Love in the Digital Age 51–54 (2022) (describing the professional and personal consequences of DOJ employees’ intimate privacy being violated by exposure to reporters).

840 Equifax, supra note 833, at 14.


more than 27% of identity theft reports nationwide. In 2021, the Department of Justice found that 68% of victims of identity theft suffered $1 or more in direct financial losses with their most recent incident of identity theft and estimated that this fraud cost the U.S. economy more than $15 billion. Similarly, in late 2020, websites used to generate auto insurance quotes were exploited to obtain personal data later used to submit fraudulent claims for pandemic and unemployment benefits.

The impacts of identity theft can be far-reaching, hard to discover, and difficult to remedy after the fact. A Government Accountability Office report indicated that past victims have “lost job opportunities, been refused loans, or even been arrested for crimes they did not commit as a result of identity theft.” Yet these harms do not appear on the victim’s bank statement or credit report, and can be nearly impossible to control where a Social Security Number (SSN) is used by virtue of the role the SSN plays as a government and private sector identifier. To make matters worse, a stolen SSN, unlike a stolen credit card, cannot be effectively cancelled or replaced. Criminals in possession of SSNs can open new financial accounts and perpetrate identity theft because many financial institutions rely on SSNs to verify transactions.

---

844 See id. at 1 ($15.1 billion in total financial losses due to identity theft where the victim lost $1 or more). This was also true in the DOJ’s two prior reports. See Bureau of Just. Stat., Dep’t of Just., Victims of Identity Theft, 2016 1 (Jan. 2019), https://bjs.ojp.gov/content/pub/pdf/vit16.pdf ($17.5 billion); Bureau of Just. Stat., Dep’t of Just., Victims of Identity Theft, 2014 7 (Sept. 2015), https://bjs.ojp.gov/content/pub/pdf/vit14.pdf ($15.4 billion).
848 Id. at 13.
849 Social Security Admin., Identity Theft and Your Social Security Number 1 (2021), https://www.ssa.gov/pubs/EN-05-10064.pdf ("A dishonest person who has your Social Security number can use it to get other personal information about you. Identity thieves can use your number and your good credit to apply for more credit in your name. Then, when they use the credit cards and don’t pay the bills, it damages your credit. You may not find out that someone is using your number until you’re turned down for credit, or you begin to get calls from unknown creditors demanding payment for items you never bought. Someone illegally using your Social Security number and assuming your identity can cause a lot of problems.").
that identity theft can result in severe distress, per its most recent Victims of Identity Theft report:

In the 2018 study, victims were asked to rate how distressing the most recent incident of identity theft was to them on a 4-point scale, ranging from not at all distressing to severely distressing. Among all identity-theft victims, 8% reported that the crime was severely distressing (table 9). The percentage of victims reporting that the crime was severely distressing was higher among those who experienced the opening of a new account only (15%), misuse of personal information only (17%), or multiple types of identity theft (16%), than among those who experienced the misuse of only one type of existing account (7%). Severe distress was most prevalent among victims who experienced multiple types of identity theft that included misuse of an existing account or misuse of personal information to open a new account or for other fraudulent purposes (25%).

Medical identity theft can also be particularly costly for consumers and has become more prevalent over the past several years. AARP observed that cases of medical identity theft reported to the Commission rose “from about 6,800 in 2017 to nearly 43,000 in 2021,” an increase of more than 500 percent. Any individual instance of medical identity theft “can endure for years,” with victims suffering “long term problems with aggressive medical debt collection” and “severely impaired credit” due to fraudulent bills. The non-economic risks of medical identity theft are also alarming — if the fraudster’s medical information is incorporated into the victim’s records, that person could receive incorrect diagnoses and treatments.

The harms caused by data breaches are not reasonably avoidable by consumers. There is no way for consumers to avoid the harms caused by lax data security practices because consumers cannot evaluate a business’s data security practices ex ante and cannot prevent misuse of breached data ex post. And in many cases the consumer does not have a direct relationship with the entity holding their data or, if they do, does not have a meaningful choice in the entities that process and

---

852 Id.
store their data. A consumer cannot “take their business elsewhere” (nor even take
their data elsewhere) when an entity like Equifax demonstrates poor data security
practices; every consumer in the country is subject to credit reports.\footnote{The Equifax Data Breach, FTC, https://www.ftc.gov/equifax-data-breach (last visited Nov. 15, 2022).} Even in
circumstances where it is technically possible for a consumer to switch providers,
logistically it may prove difficult where the service (e.g., internet access service) or
family of proprietarily-integrated products (e.g., the Apple ecosystem) are necessary
to the consumer’s day-to-day activities and cannot be easily switched—it is not as
simple for the consumer as switching brands of beverage or cereal. And consumers
do not have any mechanism to know what, if any, data security practices companies
have implemented. Even if the consumer could know what data security practices
every company was using, the average consumer is not a cybersecurity expert and
could not translate that knowledge into any operationalizable decision to use or not
use specific services. The burden should be on a business that collects or retains
personal data to maintain reasonable security standards; the business is the only
entity in a position to implement the necessary safeguards to secure the data.

The market does not incentivize good data security, and consumers are
unable to change this dynamic on their own. As one example, in 2017 consumer
reporting agency (CRA) Equifax reported a breach impacting more than 147 million
consumers, including the exposure of more than 145 million SSNs.\footnote{Equifax, supra note 833, at ¶ 13.} Consumers do
not need to opt in to their data being collected by CRAs, nor can they opt out by
good reason of the CRA’s role.\footnote{What Is a Credit Reporting Agency?, CFPB (Sept. 1, 2020), https://www.consumerfinance.gov/ask-cfpb/what-is-a-credit-reporting-company-en-1251/. However, consumers can opt-out of receiving
pre-screened offers. See, e.g., Opting Out of Getting Prescreened Offers, CFPB,
https://consumer.ftc.gov/articles/prescreened-credit-insurance-offers#opt (last visited Nov. 15, 2022).} As such, consumers are unable to exert meaningful
market pressure on CRAs to improve their data security practices. Even where there
is a direct relationship between the consumer and the company, for example health
insurance, it may be difficult for consumers to exert their market power.\footnote{See, e.g., Jessica Davis, Anthem Settles with 44 States for $40M Over 2014 Breach of 78.8M, HealthITSecurity (Oct. 1, 2020), https://healthitsecurity.com/news/anthem-settles-with-44-states-for-40m-over-2014-breach-of-78.8m.}
But unlike consumers, the businesses that collect, process, and store personal data can adopt security measures to protect that data. The Department of Homeland Security has estimated that 85 percent of data breaches were preventable; more recently, the Internet Society estimated that 95 percent of breaches could have been prevented. The Commission has often noted that reasonable security measures are a relatively minimal cost. However, companies do not currently have adequate incentives to prevent data breaches despite the serious externalized costs for consumers and the American economy when these breaches occur. Companies must face significant penalties for falling behind in their data security safeguards, or else it will be more profitable to spend less on security and take the risk. The Supreme Court has acknowledged that “[d]amages also force defendants to internalize the full measure of the damages that they cause and take sufficient care to prevent future harms.” The Commission should issue rules that set baselines for reasonable security measures and shift the incentive structure such that it is more costly for companies to have bad data security practices than good.

Poor data security practices do not offer countervailing benefits to competition nor to consumers that outweigh the injury or harm of data breaches to consumers and to the economy. There is no question that data breaches are harmful to consumers, and these breaches have no benefit whatsoever. As noted above, the Justice Department’s Bureau of Justice Statistics has consistently


859 See, e.g., CafePress, supra note 833, at ¶ 11(a), 11(i)(i); SkyMed, supra note 833, at ¶ 23; InfoTrax, supra note 833, at ¶ 11; LightYear, supra note 833, at ¶ 22; Equifax, supra note 833, at ¶¶ 23(A)(iv), 24; AshleyMadison, supra note 833, at ¶ 42; Levono, supra note 833, at ¶ 25.


861 Friends of the Earth v. Laidlaw Envtl. Serv. (TOC), Inc., 528 U.S. 167, 185 (2000) (finding that civil penalties have a deterrent effect and can therefore prevent future harm).
estimated that identity theft costs the U.S. economy more than $15 billion dollars annually in consumer losses alone.\footnote{862}{See Bureau of Just. Stat., supra note 844.}

There is also no commercial benefit to poor data security practices because companies should not compete on who can provide lower levels of data security. Multiple experts have highlighted the market failures (namely: externalized costs) that prevent competitive pressure from mitigating data breaches.\footnote{863}{See, e.g., Schneier, supra note 860; Kende, supra note 860; James C. Cooper & Bruce H. Kobayashi, Unreasonable: A Strict Liability Solution to the FTC’s Data Security Problem, 28 Mich. Tech. L. Rev. 257, 263–64 (2022), https://repository.law.umich.edu/mtrl/vol28/iss2/3.}

The Commission has repeatedly noted in its unfairness actions that companies could have prevented unauthorized access with low-cost security measures.\footnote{864}{See, e.g., CafePress, supra note 833, at ¶ 11(a), 11(i)(i); SkyMed, supra note 833, at ¶ 23; InfoTrax, supra note 833, at ¶ 11; LightYear, supra note 833, at ¶ 22; Equifax, supra note 833, at ¶¶ 23(A)(iv), 24; AshleyMadison, supra note 833, at ¶ 42; Lenovo, supra note 833, at ¶ 25.}

And should even those measures prove insufficient, cyber insurance can mitigate the burden on companies. Companies must be incentivized to make use of cost-effective harm-mitigation techniques. Indeed, a rule requiring companies to adopt reasonable data security measures would likely help to spur competition in the data security field by ensuring that companies will continue to demand better security services.

**Poor data security is prevalent in the market.** There is extensive evidence of inadequate data security in the marketplace, as recent Congressional testimony highlights\footnote{865}{A data security whistleblower from Twitter called attention to problems that are likely pervasive across the industry. Data Security at Risk: Testimony from a Twitter Whistleblower: Hearing Before the S. Comm. on the Judiciary, 117th Cong. (2022), https://www.judiciary.senate.gov/meetings/data-security-at-risk-testimony-from-a-twitter-whistleblower (“So what are the problems, I discovered two basic issues. First, they don’t know what data they have, where it lives, or where it came from. And so unsurprisingly, they can’t protect it…. And this leads to the second problem, which is, the employees then have to have too much access to too much data and too many systems.”).}

and as the past 10+ years of data breaches\footnote{866}{See supra note 835.} and FTC data security cases\footnote{867}{See supra notes 833–834.} have shown. In its most recent annual report, the Identity Theft Resource Center estimated a record-breaking 1,862 data breaches occurred in 2021.\footnote{868}{Record Number of Data Breaches in 2021, IAPP Daily Dashboard (Jan. 25, 2022), https://iapp.org/news/a/record-number-of-data-breaches-in-2021/ (citing to ITRC report which estimated “1,862 breaches last year, up 68% from the year prior, and exceeded 2017’s previous record of 1,506”).}
noted above, 95 percent of breaches could have been prevented.\textsuperscript{869} A survey by IBM attributes a recent decline in response capabilities to the fact that approximately only one quarter of organizations with response plans (itself only 77% of organizations) apply them across the enterprise and that one quarter of organizations with plans admitted that their plans were informal or ad hoc.\textsuperscript{870} One cybersecurity certification company identified numerous deficiencies resulting from inadequate staffing, including the failure to patch vulnerabilities in a timely fashion, to engage in ongoing risk assessment and management, and to train employees.\textsuperscript{871} Companies must be incentivized to invest in staff and procedures to safeguard the consumer data with which they have been entrusted, or multiple breaches each impacting tens or hundreds of millions of Americans will continue to occur every year. The unfair practice of poor data security is prevalent and the harm of unauthorized access resulting in increased risk of identity theft is persistent.

\textbf{It is also a deceptive practice for an entity to fail to maintain reasonable security measures when they represent that they secure the data they collect; the Commission should be able to issue penalties for first-time violations.} Companies that fail to protect the data they collect not only engage in unfair business practices, they also deceive consumers through their material omissions and misleading misrepresentations about how they protect user data. The Commission should establish a data security deception rule to ensure that companies are penalized for these deceptive acts.

Consumer protection experts have called for the application of the Magnuson-Moss Warranty Federal Trade Improvement Act (Warranty Act) to deficient cybersecurity practices, in particular deficiencies exhibited by Internet of Things companies.\textsuperscript{872} Their argument is presented here primarily for analogical

\textsuperscript{869} Internet Society’s Online Trust Alliance, \textit{supra} note 858, at 3.
\textsuperscript{872} See, e.g., Stacy-Ann Elvy, \textit{Hybrid Transactions and the Internet of Things: Goods, Services, or Software?}, 74 Wash. & Lee L. Rev. 77, 119–24, 154–64 (2017); Dallin Robinson, \textit{Click Here to Sue Everybody: Cutting the Gordian Knot of the Internet of Things with Class Action Litigation}, 26 Rich. J.L. & Tech. 4, 7
purposes, as we urge the Commission to regulate this behavior using a data security trade rule under its section 5 unfair or deceptive acts or practices authority, not under the Warranty Act, and as consumer software purchases are often licenses rather than actual sales (meaning implied warranties of fitness or merchantability may not apply). In short: products and services offered as ready for public consumption are implicitly without undisclosed vulnerabilities, especially when the consumer cannot make use of the product or service without providing personal data or when the data security vulnerability threatens cascading downstream harms.

In addition to material omissions, entities may affirmatively misrepresent their practices. Most companies explicitly recognize in their terms, policies, or other disclosures that they are responsible for ensuring that the personal data they collect is secured against unauthorized access or breach. Consumers also understandably expect that the companies collecting their data will take the necessary steps to protect it. When a company fails to do so, that is a deceptive trade practice: (1) it is likely to mislead a reasonable consumer, as the consumer is not in a position to evaluate the inner workings of the company’s data security operations and the consumer has an expectation about the company’s practices; and (2) it is material (likely to affect a consumer’s choice or conduct) — more than 87% of consumers.

(2020) (citing to Flynn v. FCA US LLC, 327 F.R.D. 206 (S.D. Ill. 2018) as it is “the first case to proceed past summary judgment in which no actual data breach had occurred” although the case was later dismissed upon reconsideration for lack of standing, Flynn v. FCA US LLC, 15-CV-855-SMY, 2020 WL 1492687, at *4 (S.D. Ill. Mar. 27, 2020), aff’d as modified, 39 F.4th 946 (7th Cir. 2022)).

873 See Elvy, supra note 872, at 155.
874 See id. at 155–56 (“However, if the ordinary purpose for which IOT devices are used includes the facilitation of interconnectivity and the exchange of data between devices, networks, individuals, and companies, and software and services are needed to achieve this goal, this warranty is breached when a company collecting data from an IOT device fails to secure the device and the associated data.”).
875 Pfizer, Inc., 81 F.T.C. 23 (1972) (“The consumer is entitled, as a matter of marketplace fairness, to rely upon the manufacturer to have a reasonable basis for making performance claims. A consumer should not be compelled to enter into an economic gamble to determine whether a product will or will not perform as represented. The economic gamble involved in a consumer’s reliance upon affirmative product claims is created by the vendors’ activities, and cannot be easily avoided by consumers.”).
876 See, e.g., Paypal, supra note 834, at ¶ 27 (“These results are directly contrary to the expectations of a reasonable consumer.”). Even general statements and disclaimers cannot cure this deception. See, e.g., Wyndham supra note 833, at ¶ 21; CafePress supra note 833, at ¶ 8.
indicate that they would not do business with a company if they had concerns about its security practices.\textsuperscript{877} But consumers cannot and should not be expected to act as freelance cybersecurity experts; companies should be held to the promises that they make. The Commission should also seek civil penalties for first-time violations regarding affirmatively deceptive claims about consumer data security.

The Commission’s own cases establish the prevalence of these deceptive acts in the marketplace. Examples of affirmatively deceptive conduct include: collecting phone numbers purportedly for security purposes but then using those phone numbers for advertising purposes,\textsuperscript{878} claiming information is encrypted when it is not,\textsuperscript{879} claiming users can control who has access to information about the user’s transactions when the user cannot,\textsuperscript{880} claiming to conduct ongoing monitoring but not doing so on a timely basis,\textsuperscript{881} and characterizing efforts as “commercially reasonable” or “industry standard” when they are deficient.\textsuperscript{882} These are not one-off problems. In the context of credit card payments and data security, for example, Verizon consistently reports that 44% or more of organizations fail to maintain PCI-DSS compliance in between annual compliance validations (most recently more than 56% failed to maintain compliance).\textsuperscript{883}

The Commission has found deficient security practices to be misleading even where the company qualifies its security program with general statements, such as


\textsuperscript{879} See, e.g., Uber, supra note 834, at ¶ 18(d).

\textsuperscript{880} See, e.g., Paypal, supra note 834, at ¶¶ 25–29.

\textsuperscript{881} See, e.g., Uber, supra note 834, at ¶ 13.

\textsuperscript{882} See, e.g., Wyndham, supra note 833, at ¶ 21; AshleyMadison, supra note 833, at ¶ 30(d).

characterizing them as “commercially reasonable efforts”\textsuperscript{884} or disclaiming that “100% complete security does not presently exist anywhere online or offline.”\textsuperscript{885} Because cybersecurity is a material factor in a consumer’s purchasing decision,\textsuperscript{886} failing to disclose poor data security practices constitutes a material omission and should be treated as a deceptive act or practice.

Given the number of enforcement actions the Commission has brought addressing companies misrepresenting their data security practices, either affirmatively and explicitly or by material omission, there is sufficient precedent for the Commission to establish poor data security as a deceptive trade practice. The Commission is well aware of the problem, as its many enforcement actions attest—what is needed now is a trade rule that establishes this is a clearly deceptive act or practice and enables the Commission to obtain first-time penalty authority to deter companies from deceiving consumers through poor data security practices.

As part of this trade rule, the Commission should codify the best practice standards which it has articulated to the business community with consistency over the last decade.\textsuperscript{887} These include: access controls,\textsuperscript{888} secure password practices (e.g., unique passwords periodically changed) and user authentication (e.g., multi-factor

---

\textsuperscript{884} Wyndham, supra note 833, at ¶ 21.

\textsuperscript{885} See, e.g., CafePress, supra note 833, at ¶ 8.

\textsuperscript{886} McKinsey Survey, supra note 877.


authentication),\textsuperscript{889} segmentation of systems,\textsuperscript{890} traffic monitoring, ongoing security reviews, data mapping, data minimization,\textsuperscript{891} staying current on known vulnerabilities,\textsuperscript{892} employee training, overseeing service providers and product integrations, and taking additional security precautions where appropriate (e.g., remote access,\textsuperscript{893} storing and/or transmitting sensitive information,\textsuperscript{894} etc.).

These measures are not sector-specific. The Commission’s lessons in \textit{Start with Security}, published more than seven years ago in June 2015, are intended for “businesses of all sizes, in all sectors.”\textsuperscript{895} These included data minimization, access controls, secure passwords and authentication, network segmentation and traffic monitoring, heightened security for sensitive personal information and for remote access, applying security practices to new products, ensuring service providers implement reasonable security measures, keeping security current and addressing known vulnerabilities, and physical security.\textsuperscript{896} Minimum standards with flexibility as to implementation will provide the guardrails necessary to protect consumers from weak data security, but prevent regulations from becoming outdated and

\begin{itemize}
  \item \textsuperscript{889} \textit{Id.} at 1192, 1194 (noting use of out-of-the-box default passwords as an atrocious data security practice).
  \item \textsuperscript{890} \textit{Id.} at 1194 (noting lack of firewalls as an atrocious data security practice).
  \item \textsuperscript{891} \textit{See, e.g.}, Drizly, \textit{supra} note 887, at ¶ 13(f) (noting Drizly’s failure to use reasonable information security practices included the failure to “[h]ave a policy, procedure, or practice for inventorying and deleting consumers’ personal information stored on its network that was no longer necessary.”); Complaint, \textit{In re Chegg, Inc.}, FTC File No. 2023151 at ¶ 9(f) (Oct. 31, 2022), https://www.ftc.gov/system/files/files/ftc_gov/pdf/2023151-Chegg-Complaint.pdf (similar allegation) [hereinafter Chegg].
  \item \textsuperscript{892} \textit{See, e.g.}, Wyndham, \textit{supra} note 833, at ¶¶ 24(d), 29.
  \item \textsuperscript{894} Equifax, \textit{supra} note 833, at ¶¶ 22(E), 23(D).
  \item \textsuperscript{896} \textit{See Start with Security, supra} note 893.
\end{itemize}
allow industry to innovate on data security in response to evolving cyber threats. In this manner, the Commission’s regulations would promote rather than stifle innovation. Under a “reasonable security measures” framework, the Commission could task businesses with greater responsibility when they collect more voluminous or more sensitive data, as in each of these instances, the severity and magnitude of the harm of a possible cyber incident would become correspondingly greater.897

The Commission may consider established public policies among all other evidence.898 Existing data security rules enforced by the Commission under the Children’s Online Privacy Protection Act (COPPA),899 Gramm-Leach-Bliley Act (GLBA),900 and Federal Credit Report Act (FCRA);901 enforced by state agencies in California,902 Massachusetts, 903 New York,904 Oregon,905 and Ohio;906 and

897 The Commission hinted at this kind of approach in its complaint against Equifax, for example. See Equifax, supra note 833, at ¶ 24 (“Defendant could have prevented or mitigated the failures described in Paragraph 23 through cost-effective measures suitable for an organization of Defendant’s size and complexity.”).
899 16 C.F.R. pt. 312; 16 C.F.R. §§ 312.3(e), 312.8.
901 16 C.F.R. pt. 682.
902 See Cal. Civ. Code §§ 1798.100(e), 1798.81.5, 1798.91.04 (specific to connected devices). In 2016, then-AG of the California Department of Justice Kamala Harris also offered recommendations based on the CIS framework, which outlined explicitly parallel recommendations from NIST, ISO, HIPAA, FFIEC, and PCI DSS frameworks. See Harris, supra note 857, at 31 (“The controls are intended to apply to organizations of all sizes and are designed to be implementable and scalable.”); id. at Appendix B.
905 S. 684, 80th Leg., 2019 Regular Session (Or. 2019).
906 Ohio Rev. Code § 1354 (2018) (allowing for an affirmative defense to tort claims for failure to implement reasonable security controls where that company’s cybersecurity program reasonably conforms to one of several industry recognized frameworks, including NIST, HIPAA, GLBA, and PCI-DSS).
encouraged through frameworks like those proposed by FINRA, NIST, and CISA offer persuasive evidence in support of what the Commission has outlined repeatedly in its own section 5 enforcement efforts.

All businesses should adopt a duty of care approach to the consumer data that they collect; if they can’t protect it, they shouldn’t collect it. A Senate report emphasized, in the wake of the Equifax data breach, that “[c]onsumers . . . understand the need to protect information like online passwords, pin numbers, and Social Security numbers. But a consumer taking appropriate care of this information may not be enough to keep PII out of the hands of criminal hackers.” Consumers should not bear the burden of preventing harm from data breaches. Beyond entities like Equifax, the Commission itself has noted that social media companies, retailers, apps, and devices “are still covered by the FTC Act’s prohibition against deceptive or unfair conduct, including with respect to their use and protection of consumer information.” As such, reasonable data security should include a duty of care for consumer data within the company’s custody.

---

**Data mapping** can ensure that a company understands the scope of what it must protect, what safeguards or security measures it should adopt, and the way it should respond when its security measures have failed to prevent a breach. As Profs. Solove and Hartzog have explained:

Privacy requirements such as data mapping provide awareness about potential security vulnerabilities. Data mapping shows what data is being collected and maintained, the purposes for having this data, the whereabouts of this data, and other key information.912

It is difficult to imagine a company could consider itself “prepared” to respond to a cyber incident if it does not map what data it collects and where it is stored.913 It also seems unlikely that a company could detect unauthorized access of data if it does not map out which users and which partners are permitted to access which databases. Data mapping can support other important basic cybersecurity practices, such as access controls, segmentation of systems, and traffic monitoring (see immediately below). Twitter whistleblower Peter “Mudge” Zatko recently highlighted this issue in testimony before Congress, stating, “I discovered two basic issues. First, they don’t know what data they have, where it lives, or where it came from. And so unsurprisingly, they can’t protect it.”914 The problem is not unique to Twitter—two Meta engineers questioned during a recent court hearing admitted that there is no single individual within Meta who would be able to answer where all the data on a single user is stored, and moreover that “[i]t would take a significant team effort to even be able to answer that question.”915 In several Complaints over the last three years, the Commission has identified the failure to

---

913 This is also consistent with NIST and FINRA frameworks. See McGeveran, supra note 888, at 1183–84 (“The NIST Framework and FINRA’s small business self-assessment tool similarly begin with identification of personal data and associated vulnerabilities.”); see also NIST 1.1, supra note 908, at 24.
914 See *Data Security at Risk*, supra note 865.
map data as a deficient security practice.\textsuperscript{916} The Commission should issue a rule that requires data mapping.

Among the most basic data security practices is implementing access controls.\textsuperscript{917} Access controls limit how users can discover and interact with data on the company’s network, often using a “least privilege” system.\textsuperscript{918} The Commission took this very approach in the final Safeguards Rule, finding it inappropriate for all employees and service providers to have access to all customer information, and that in addition to implementing access controls, a financial institution must “restrict access only to customer information needed to perform a specific function.”\textsuperscript{919} Access controls are a means by which a company can reduce the risk of consumer harm without reducing the amount or type of consumer data it collects.

\textsuperscript{916} See, e.g., InfoTrax, supra note 833, at ¶ 14; Equifax, supra note 833, at ¶ 22(B); Zoom, supra note 834, at ¶ 12(g).

\textsuperscript{917} FTC et al., Cybersecurity for Small Business: Cybersecurity Basics 3, https://www.ftc.gov/system/files/files/cybersecurity-small-business/cybersecurity_sb_factsheets_all.pdf (last visited Nov. 21, 2022) (“Control who logs on to your network and uses your computers and other devices.”) (last visited Nov. 15, 2022) [hereinafter Cybersecurity Basics]; Data Security at Risk supra note 865 (“And this [the absence of data mapping] leads to the second problem, which is, the employees then have to have too much access to too much data and too many systems.”); FTC Safeguards Rule: What Your Business Needs to Know, FTC, https://www.ftc.gov/business-guidance/resources/ftc-safeguards-rule-what-your-business-needs-know (last visited Nov. 15, 2022) (citing to 314.4(c)(1) of Safeguards Rule); Wyndham, supra note 833, at ¶ 24(j); Chegg, supra note 891, at ¶ 9(a); Drizly, supra note 887, at ¶ 13(c); Uber, supra note 834, at ¶ 18(a); SkyMed, supra note 833, at ¶ 12(c); InfoTrax, supra note 833, at ¶ 10(d); LightYear, supra note 833, at ¶ 11(e); Equifax, supra note 833, at ¶¶ 22(D), 23(C); SpyFone, supra note 834, at ¶ 17(b); AshleyMadison, supra note 833, at ¶ 31(b); 201 Mass. Code Regs. 17.04(1)(d,3), 17.04(2) (2010), https://www.mass.gov/doc/201-cmr-17-standards-for-the-protection-of-personal-information-of-residents-of-the/download; N.Y. Comp. Codes R. & Regs. tit. 23, § 500.07 (2022); FINRA 2015, supra note 907, at 17–20; FINRA 2022, supra note 907, at 7; NIST Quickstart, supra note 908 (“Manage access to assets and information”); CISA Goals, supra note 909, at 9 (control 1.5); NIST 1.1, supra note 908, at 29, 30.


\textsuperscript{919} Final Rule, FTC, Standards for Safeguarding Customer Information, 86 Fed. Reg. 70286 (Dec. 9, 2021), https://www.govinfo.gov/content/pkg/FR-2021-12-09/pdf/2021-25736.pdf (noting that “[s]uch overbroad access could create additional harm in the event of an intruder gaining access to a system by impersonating an employee or service provider”).
The Commission has raised this issue in past complaints, stating in the 2010 Complaint against Twitter:

> From approximately July 2006 until July 2009, Twitter granted almost all of its employees the ability to exercise administrative control of the Twitter system, including the ability to: reset a user’s account password, view a user’s nonpublic tweets and other nonpublic user information, and send tweets on behalf of a user. Such employees have accessed these administrative controls using administrative credentials, composed of a user name and administrative password.\(^{920}\)

The Consent Order the Commission entered into with Twitter required a “comprehensive information security program,” but no specific requirements regarding limiting the number of employees with administrative control.\(^{921}\) And it seems Twitter chose not to address the issue—in Peter “Mudge” Zatko’s whistleblower complaint filed earlier this year with the Securities and Exchange Commission, he said he found “serious access control problems, with far too many staff (about half of Twitter’s 10,000 employees, and growing) given access to sensitive live production systems and user data in order to do their jobs.”\(^{922}\) And this access control problem has real consequences: according to Mudge’s complaint, “In 2020 alone, Twitter had more than 40 security incidents, 70% of which were access control-related. These included 20 incidents defined as breaches; all but two of which were access control related.”\(^{923}\)

---


\(^{921}\) Decision and Order, In re Twitter, FTC File No. 092-3093 (Mar. 11, 2011).


\(^{923}\) Id. at 28.
Secure password practices, user authentication, and segmentation of systems are also critical. Deficient password practices can include failing to change passwords from manufacturer defaults or using easy-to-guess passwords, failing to adequately protect password databases from attacks by hackers, failing to revoke passwords for ex-employees of service providers, allowing employees to reuse passwords to access multiple services, and failing to monitor unsuccessful login attempts. Deficient authentication practices can include failing to provide security notifications to users when login credentials were changed, failing to require multi-factor authentication, failing to require authentication to access backup databases, and failing to prevent bad actors from using breached authentication data to verify a user. Segmentation of systems (e.g., internal firewalls) can help to limit how much consumer harm results from a single breach by making it difficult for a threat actor infiltrating one part of the company’s

---

925 See FTC Safeguards Rule: What Your Business Needs to Know, supra note 917 (citing to 314.4(c)(5) of Safeguards Rule); Cybersecurity Basics, supra note 917, at 1, 6, 20, 24 (“Require multi-factor authentication to access areas of your network with sensitive information. This requires additional steps beyond logging in with a password—like a temporary code on a smartphone or a key that’s inserted into a computer.”); 201 Mass. Code Regs. 17.04(1) (2010); N.Y. Comp. Codes R. & Regs. Tit. 23, § 500.12 (2022); CISA Goals, supra note 909, at 8 (control 1.3); NIST 1.1 supra note 908, at 30.
926 Wyndham, supra note 833, at ¶ 24(a). The PCI-DSS framework which safeguards payment card data also requires this. See McGeveran, supra note 888, at 1166 (citing to Requirement 1 of PCI-DSS); see also CISA Goals, supra note 909, at 22(control 8.1); NIST 1.1 supra note 908, at 30.
927 Indeed, cyber insurance companies seem to agree on this point. See McGeveran, supra note 888, at 1172–73 (citing to Sample cyber insurance applications, IAPP, https://iapp.org/resources/article/sample-cyberinsurance-applications/ (last visited Nov. 15, 2022)) (noting that all three companies inquire about firewalls, password strength, and multifactor authentication in their risk assessment questionnaires).
928 See, e.g., Wyndham, supra note 833, ¶¶ 24(e)–(f); CafePress, supra note 833, at ¶ 11(f); CISA Goals, supra note 909, at 8–9 (controls 1.2, 1.4).
929 See, e.g., Chegg, supra note 891, at ¶¶ 9(b)–(c); CafePress, supra note 833, at ¶ 11(c); Equifax, supra note 833, at ¶ 22(D); D-Link, supra note 833, at ¶ 15(b), (c).
930 AshleyMadison, supra note 833, at ¶ 31(b)(iii); CISA Goals, supra note 909, at 10 (control 1.7).
931 AshleyMadison, supra note 833, at ¶ 31(b)(vi); CISA Goals, supra note 909, at 9 (control 1.6).
932 AshleyMadison, supra note 833, at ¶ 31(b)(i).
933 Paypal, supra note 834, at ¶ 40(c)(1).
934 Uber, supra note 834, at ¶ 18(a)(iii), 24; Zoom, supra note 834, at ¶ 12(d).
935 LightYear, supra note 833, at ¶ 11(e).
936 CafePress, supra note 833, at ¶ 25.
937 See, e.g., Wyndham, supra note 833, at ¶ 24(a), 28; Zoom, supra note 834, at ¶ 12(e); Equifax, supra note 833, at ¶¶ 22(C)–(D), 23(B); InfoTrax, supra note 833, at ¶ 10(e).
network to access other parts of the network. The Commission should set minimum requirements for secure password practices, user authentication, and segmentation of systems.

Traffic monitoring, staying current on known vulnerabilities, security reviews, and employee training are active measures that a company should be required to undertake to continually safeguard consumer data from breach. Traffic monitoring facilitates early detection of attempts at unauthorized access. The Commission has identified the failure to monitor traffic as a deficient security practice in numerous complaints. Precautions against known vulnerabilities, such as prompt installation of security patches and software updates, can reduce the likelihood of breach, preventing unauthorized access in the first place. When teams at other organizations discover an attack vector that could be used to gain unauthorized access to consumer data and share that information with the rest of the industry, that attack vector becomes a known vulnerability. When a company decides not to safeguard against that vulnerability, that company is knowingly leaving a door open for bad actors to access the consumer data entrusted to their care. Security reviews, such as penetration testing or pen-testing, can help to identify deficiencies. The Commission has identified the failure to safeguard

938 See Cybersecurity Basics, supra note 917, at 4 (“Monitor your computers for unauthorized personnel access, devices (like USB drives), and software.”; “Check your network for unauthorized users or connections.”; “Investigate any unusual activities on your network or by your staff.”); 16 C.F.R. pt. 314.4(c)(8) ; N.Y. Comp. Codes R. & Regs. Tit. 23, § 500.06 (2022); NIST Quickstart, supra note 908 (“Maintain and monitor logs”); CISA Goals, supra note 909, at 8 (control 1.1); NIST 1.1, supra note 908, at 36, 38–39.

939 Wyndham, supra note 833, at ¶¶ 24(h)–(i); Chegg, supra note 891, at ¶ 9(g); SkyMed, supra note 833, at ¶ 12(f); InfoTrax, supra note 833, at ¶¶ 10(f), 17; LightYear, supra note 833, at ¶ 11(d); Equifax, supra note 833, at ¶¶ 22(F), 23(A)(iii)–(iv), 23(C)(iii); AshleyMadison, supra note 833, at ¶ 35; Zoom, supra note 834, at ¶ 12(e).

940 Again, cyber insurance companies seem to agree on this point. See McGeveran, supra note 888, at 1172–73 (citing to IAPP, sample cyber insurance applications, and noting that all three companies inquire about patching in their risk assessment questionnaires); see also Known Exploited Vulnerabilities Catalog, Cybersecurity & Infrastructure Sec. Agency, https://www.cisa.gov/known-exploited-vulnerabilities-catalog (last visited Nov. 15, 2022); NIST Quickstart, supra note 908 (“Manage device vulnerabilities”); CISA Goals, supra note 909, at 17 (control 5.1); NIST 1.1, supra note 908, at 26, 36, 39, 43.

941 See, e.g., FTC Safeguards Rule: What Your Business Needs to Know, supra note 917 (“assessors attempt to circumvent or defeat the security features of an information system by attempting penetration of
against known vulnerabilities and the failure to conduct security reviews as
deficient security practices in numerous complaints. The Commission
complaints have cited to the lack of employee training as a deficiency on numerous
occasions, with regard to both engineers and other employees. The Commission
should set minimum requirements for traffic monitoring, response to known
vulnerabilities, security reviews, and employee training.

See, e.g., Chegg supra note 891, at ¶ 9(e); SkyMed, supra note 833, at ¶ 12(b); Lightyear, supra note 833, at ¶ 11(b); Equifax, supra note 833, at ¶ 23(E); AshleyMadison, supra note 833, at ¶ 31(c); Zoom, supra note 834, at ¶ 12(a); Uber, supra note 834, at ¶ 18(b).

942 The two practices are related, as security reviews sh
vulnerabilities, security reviews, and employee trai

943 See Security Tip (ST04-014): Avoiding Social Engineering and Phishing Attacks, CISA (Aug. 25, 2020), https://www.cisa.gov/uscert/ncas/tips/ST04-014; Cybersecurity Basics, supra note 917, at 10 ("Keep in mind that phishing scammers change their tactics often, so make sure you include tips for spotting the latest phishing schemes in your regular training"); id. at 11 ("Teach [staff] how to avoid phishing scams and show them some of the common ways attackers can infect computers and devices with malware. Include tips for spotting and protecting against cyber threats in your regular employee trainings and communications."); see also 16 C.F.R. pt. 314.4(e); 201 Mass. Code Regs. 17.03(2)(b)(1), 17.04(8) (2010), https://www.mass.gov/doc/201-cmr-17-standards-for-the-protection-of-personal-information-of-residents-of-the/download; N.Y. Comp. Codes R. & Regs. tit. 23, § 500.10, 500.14 (2022); FINRA 2015, supra note 907, at 31–32; FINRA 2022, supra note 907, at 10; NIST Quickstart, supra note 908 ("Train users"); CISA Goals, supra note 909, at 15 (controls 4.3, 4.4); NIST 1.1, supra note 908, at 33, 40.

944 See, e.g., InfoTrax, supra note 833, at ¶ 10(b); LightYear, supra note 833, at ¶ 10, 11(c)–(d); D-Link, supra note 833, at ¶ 15(a); Zoom, supra note 834, at ¶ 12(b); PayPal, supra note 834, at ¶ 40(b).
Companies must be required exercise additional measures to ensure they are overseeing service providers and product integrations and that they implement stronger protections in higher-risk situations. These measures go beyond basic cybersecurity hygiene, as they must be proportionate to the level of risk. Under both COPPA and GLBA, the Commission has imposed an expectation that companies will use reasonable means to confirm that service providers or third parties with access to data not merely implement but actively maintain adequate safeguards to ensure the confidentiality and security of consumer information. “The Commission views the regular assessment of the security risk of service providers as an important part of maintaining the strength of a financial institution’s safeguards.” However, under its section 5 authority, the

945 16 C.F.R. pt. 314.4(f); 201 Mass. Code Regs. 17.03(2)(f) (2010); McGeeveran, supra note 888, at 1171 (noting private sector framework of Vendor Security Alliance proposes a standard questionnaire for evaluating the security practices of potential service providers, including questions about access controls and pen-testing); N.Y. Comp. Codes R. & Regs. tit. 23, § 500.11 (2022); CCPA § 1798.81.5(c); FINRA 2015, supra note 907, at 26–30; FINRA 2022, supra note 907, at 6–7; CISA Goals, supra note 909, at 19 (controls 6.1, 6.2, 6.3); NIST 1.1, supra note 908, at 28, 39.


948 Standards for Safeguarding Customer Information, 16 C.F.R. § 314 (2021) (citing to 16 CFR 314.4(d)). In terms of enforcement actions, see, e.g., Complaint, In re Ascension Data & Analytics, LLC, FTC File No. 1923126 at ¶¶ 13, 14–17, 20 (2021); Complaint, In re TaxSlayer, LLC, FTC File No. 1623063 at ¶ 14(d) (2017).

949 Standards for Safeguarding Customer Information, 16 C.F.R. § 314 (2021), https://www.federalregister.gov/documents/2021/12/09/2021-25736/standards-for-safeguarding-customer-information (citing Kevin McCoy, Target to Pay $18.5M for 2013 Data Breach that Affected 41 Million Consumers, USA Today (May 23, 2017), https://www.usatoday.com/story/money/2017/05/23/target-pay-185m-2013-data-breach-affected-consumers/102063932/ (“For example, in 2013, attackers were reportedly able to use stolen credentials obtained from a third-party service provider to access a customer service database maintained by national retailer Target Corporation, resulting in the theft of information relating to 41 million customer payment card
Commission has identified numerous incidents of a company’s failures to properly oversee third parties.\footnote{\textsuperscript{950}} In multiple enforcement actions, the Commission has also emphasized the sensitivity of consumer data that has been accessed without authorization.\footnote{\textsuperscript{951}} The Commission should require a heightened level of protection with respect to third parties, integrations, remote access, sensitive consumer data, and other situations that implicate greater risk of harm.

The Commission should also incorporate privacy principles into its data security trade rule, acknowledging that enhanced privacy can result in enhanced security, just as weak privacy is likely to result in weak security. As Profs. Dan Solove and Woody Hartzog have outlined:

There are several ways that bad privacy can lead to bad security: (1) Weak privacy controls can lead to improper access through the front door; (2) Collecting and storing unnecessary data can make data breaches much worse; (3) Poor privacy regulation can allow for more tools and practices that compromise security; and (4) A lack of accountability over data can increase the likelihood that the data will be lost, misplaced, or misused.\footnote{\textsuperscript{952}}

Ultimately, the best way to protect consumer data is to not collect, or not store, the data beyond what is reasonably necessary. Data that is never collected in the first place, or that is quickly deleted,\footnote{\textsuperscript{953}} cannot be breached. Perhaps the most critical rule the Commission could promulgate to improve data security is a data minimization rule as outlined in section 1 of these comments.

\footnote{\textsuperscript{950} See, e.g., Wyndham, supra note 833, at ¶ 24(j); Lightyear, supra note 833, at ¶ 11(b); AshleyMadison, supra note 833, at ¶ 31(d); Lenovo, supra note 833, at ¶ 24; SpyFone, supra note 834, at ¶ 17(e); Zoom, supra note 834, at ¶ 12(c).

\footnote{\textsuperscript{951} SkyMed, supra note 833, at ¶ 13; InfoTrax, supra note 833, at ¶ 10(g); Equifax, supra note 833, at ¶¶ 22(E), 23(D); SpyFone, supra note 834, at ¶ 17(a); Uber, supra note 834, at ¶¶ 18(d), 20.

\footnote{\textsuperscript{952} See Solove & Hartzog, supra note 912, at 143.

\footnote{\textsuperscript{953} See, e.g., 16 C.F.R. pts. 314.4(c)(6), 682; N.Y. Comp. Codes R. & Regs. tit. 23, § 500.13 (2022); NIST 1.1, supra note 908, at 34.}
Companies should be required to document the above steps in a written information security plan. The Commission has identified the lack of a written plan as a deficient security practice in numerous complaints.

The above measures are not meant to be an exhaustive list, and should apply to companies at a level commensurate with the scope and scale of the type and volume of data they collect. Just as heightened measures should be required for riskier processing or processing of more sensitive types of data, less stringent measures may be required for companies collecting smaller amounts of data or types of data that inflict less severe harms if breached (e.g., state of residence as opposed to Social Security Number). This risk-based approach is already in place in the banking industry, and has been enacted as data security policy at the state level. It is likely that a cottage industry will emerge to assist companies with a data security regime that grows as the company’s data collection and processing grows (or as those data practices become riskier).

---


955 See, e.g., Chegg, supra note 891, at ¶ 9(d); Drizly, supra note 887, at ¶ 13(a); Skymed, supra note 833, at ¶ 12(a); Lightyear, supra note 833, at ¶ 11(a); AshleyMadison, supra note 833, at ¶ 31(a); Uber, supra note 834, at ¶¶ 18(c), 40(a).

956 Device mapping, for example, was not addressed above, despite multiple Commission Complaints citing the failure to do so as a deficient security practice. See, e.g., Wyndham, supra note 833, at ¶¶ 24(g), 27; LightYear, supra note 833, at ¶ 11(g). Similarly, encryption as opposed to storing information in plain text. See, e.g., Wyndham, supra note 833, at ¶¶ 22(b), 31; CafePress, supra note 833, at ¶ 11(b); Equifax, supra note 833, at ¶¶ 22(D)–(E), 23(C)(i), 23(D); Uber, supra note 834, at ¶ 18(d); SpyFone, supra note 834, at ¶ 17(a).

957 McGeveran, supra note 888, at 1179 (noting that across multiple data security frameworks “the duty of data security scales up or down in proportion to the resources and risk profile of each data custodian”).


959 201 Mass. Code Regs. 17.03(1) (2010), https://www.mass.gov/doc/201-cmr-17-standards-for-the-protection-of-personal-information-of-residents-of-the/download (requiring a security program include “administrative, technical, and physical safeguards that are appropriate to: (a) the size, scope and type of business of the person obligated to safeguard the personal information under such comprehensive information security program; (b) the amount of resources available to such person; (c) the amount of stored data; and (d) the need for security and confidentiality of both consumer and employee information”).
That said, if the Commission imposes incident reporting requirements as part of a data security trade rule, likelihood of harm (informed by sensitivity of data) should not be a threshold requirement, as likelihood of harm may entail a legal judgment which could disincentivize timely and comprehensive reporting.\footnote{See, e.g., Tech. Pol’y Clinic at Princeton’s Ctr. For Info. Tech. Pol’y, \textit{Comment Letter on Safeguards Rule}, 16 CFR part 314, Project No. P145407 (Aug. 2, 2019), \url{https://www.regulations.gov/comment/FTC-2019-0019-0054}.}

In establishing a data security trade rule, the Commission should clearly articulate that rule violations can be found in either the results (e.g., a breach occurred) or in the process (e.g., data handling practices were non-secure, regardless of whether or not a breach occurred). Over its many enforcement actions, the Commission has also articulated practices which it finds to be indicative of particularly insecure ways of handling data. These have included the failure to have vulnerability disclosure policies,\footnote{FTC, \textit{Public Comment on NTIA Safety Working Group’s “Coordinated Vulnerability Disclosure ‘Early Stage’ Template”} (Feb. 16, 2017), \url{https://www.ftc.gov/legal-library/browse/advocacy-filings/ftc-staff-comment-national-telecommunications-information-administration-regarding-safety-working}.} failing to patch known software vulnerabilities, failing to segment database servers, storing SSNs in unencrypted plain text, transmitting personal information in plain text, and failing to perform vulnerability and penetration testing as part of timely security reviews.\footnote{See, e.g., FTC, \textit{FTC’s Use of Its Authorities to Protect Consumer Privacy and Security} (2020), \url{https://www.ftc.gov/system/files/documents/reports/reports-response-senate-appropriations-committee-report-116-111-ftc-use-its-authorities-resources/p065404reportprivacydatasecurity.pdf}.} Although many of these are the logical and necessary consequence of failing to fulfill the reasonable security measures described above, it may be valuable to emphasize the difference, for example, between bringing an enforcement action against a company for failing to utilize a specific encryption protocol as opposed to bringing an action for storing SSNs in a manner that allowed those SSNs to be easily obtained and misused (e.g., unencrypted, plain text).

Although all organizations should do some measure of ongoing security review, for organizations possessing a large volume of data or particularly sensitive data, an independent auditor should be responsible for assessing compliance, and their assessment should be technical, be public, use audit-like standards, and allow for external stakeholder input. High-risk organizations...
should not be allowed to “grade their own homework.” As the Twitter whistleblower remarked in Congressional testimony:

[H]ow was Twitter still operating like this? Since there was a 2011 consent decree that was aimed at addressing a fair amount of this? . . . One, there were a lot of evaluations and examinations, which were interview questions. So essentially, the organization was allowed to grade their own homework. Did you make things better? Yes, we did. Okay, check. There wasn’t a lot of ground truth. There wasn’t a lot of quantified measurements. And a fair amount of the interviews came from companies, auditors that Twitter themselves were able to hire. So I think that’s a little bit of a maybe conflict of interest.963

He suggested the solution include: “accountability, and setting quantitative goals and standards that can be measured and audited independently” in order to “change management structures, and drive change in companies when it’s needed such as this.”964 This emphasis on accountability and independent auditing is key.

The Commission has committed to requiring biennial assessments by independent experts in its consent decrees.965 However, the mere fact that a third party may be conducting the assessment is no guarantee that it will incorporate sufficient evidence to achieve the Commission’s consumer protection goals. The third party may overstate their competence,966 or may merely take the company at their word, which is largely permitted by an assessment (as opposed to an audit).967 As Professor Ari Ezra Waldman has observed in the context of privacy assessments:

The FTC requires assessments, and assessments are not the intense, independent, under-the-hood investigations we think of when we think of audits. They leave wiggle room for regulated companies. Audits are independent third-party analyses, where the auditor herself reviews evidence and makes conclusions independent of the audit subject.

963 Data Security at Risk, supra note 865.
964 Id.
965 FTC’s Use of Its Authorities to Protect Consumer Privacy and Security, supra note 962.
Assessments are based on assertions from management rather than wholly independent analyses from auditors, and are usually framed by goals set by management. In other words, the only evidence showing that Google met FTC requirements was Google’s statements to that effect. The fact that these assessments can be fulfilled through rough conclusory statements without independent investigation shows how assessments can become mere symbols of compliance.968

In the context of security rather than of privacy, one expert has characterized the difference between audits and assessments, using the example of access controls:

One component of access control security is a strong password policy. An assessment would check to see if the organization has a strong password policy while a security audit would actually attempt to set up access with a weak password to see if the control actually has been implemented and works as defined in the policy.969

The Commission has authority to approve and re-approve assessors (including forcing the company to hire a different assessor) and requires assessors to “identify evidence to support their conclusions, including independent sampling, employee interviews, and document review.”970 Even these improvements are still likely to fall short of the Commission’s goals unless they incorporate technical testing, external stakeholder input, and public scrutiny.971 Encouragingly, the Commission’s most recent consent decree as of the time of this writing requires that “no finding of any Assessment shall rely primarily on assertions or attestations by Respondent’s management.”972

---

968 Waldman, supra note 331, at 806–07. Chris Hoofnagle has additionally noted “Furthermore, because assessments are self-certifications of compliance, they’re unlikely to document departures from the duties agreed to in a consent order. In fact, assessors can find departures from duties and still conclude that the program is in compliance.” Hoofnagle, supra note 967, at 7.


971 See Hoofnagle, supra note 967, at 58–64.

Technical tests are important, as assessors can claim to have conducted independent “inquiry tests” which again constitute merely documenting assertions of staff.\textsuperscript{973} Companies themselves may not understand how their systems work,\textsuperscript{974} meaning their assertions are inherently less meaningful than actual technical testing. After a data breach, the regulated company should be subject to scrutiny for what it “actually does” not merely what it “is supposed [to do] to safeguard data.”

Requiring input from external stakeholders (or alternatively permitting employees to provide input anonymously\textsuperscript{975}) and subjecting the final product to public scrutiny allows for “technologists, academics, and plaintiff lawyers”\textsuperscript{976} to help identify deficiencies, leveraging a greater pool of resources than the regulator would otherwise have access to. In the context of cybersecurity, there must be a balance between extremes: this requirement should not result in giving bad actors a roadmap to a company’s system, but on the other hand it should not fall short of the transparency needed to elicit meaningful input.

If the Commission is to focus on protecting individual consumers rather than build additional scaffolding for the symbolic structure of compliance architecture,\textsuperscript{977} it must require that data security assessments be conducted by independent third parties and rely on technical testing, entail audit-like standards, and allow for input from external stakeholders during the process and from the public after the results are published.

When a company allows customer data to be breached, that is evidence that they engaged in inadequate data security practices; this presumption is a

\textsuperscript{973} Gray \textit{supra} note 714, at 11; Hoofnagle, \textit{supra} note 967, at 3. For instance, a company can claim that its scripts do not “respawn” cookies, and the assessor is permitted to accept that representation as true without further investigation.

\textsuperscript{974} See Hamilton, \textit{supra} note 915; \textit{Data Security at Risk, supra} note 865.

\textsuperscript{975} See \textit{Data Security at Risk, supra} note 865; see also Hoofnagle, \textit{supra} note 967, at 8. (“If asked, privacy advocates, competitors, and even newspaper reporters might have raised some of Google’s troubling privacy practices and public gaffes. Competitors and whistleblowers are a major source of tips about privacy wrongdoing.”)

\textsuperscript{976} Hoofnagle, \textit{supra} note 967, at 9.

\textsuperscript{977} Waldman, \textit{supra} note 331, at 810 (“That is, if we understand privacy law in managerial terms—as focused on managing corporate risk, balancing regulation and profit, and enhancing innovation—instead of protecting individuals, we tend to see merely symbolic structures developed in line with those terms as constituting compliance with the law.”).
necessary deterrent to prevent further externalization of data security costs onto consumers through poor data security practices.  

Although businesses may claim that they were the victims of sophisticated attackers, if the business collects consumer data, it has taken on the responsibility of protecting that data, and it is liable when data in its custody is breached. Insurance can help to mitigate the cost of such data security protocol failures, which in turn will limit the impact on cost to consumers.

Consumers should not bear the brunt of the costs of unauthorized disclosure, no matter how diligent the breached company may have been. A company is in control of what data it chooses to collect, how long it chooses to retain it, and when and how it decides to dispose of the data. A company is in control of what processes it uses to safeguard that data, including mitigating the harm in the event of a breach (e.g., segmenting systems). If a company collects consumer data, it accepts liability for what happens to that data until that data has been safely disposed of. This may drive up the cost of compliance with a data security trade rule, but insurance for cyber incidents can serve as a buffer to reduce how much of those costs are passed on to consumers. Cyber insurance may itself also encourage better cyber security.

---


980 Josephine Wolf, Time for Regulators to Take Cyber Insurance Seriously, Lawfare (Mar. 17, 2020), https://www.lawfareblog.com/time-regulators-take-cyber-insurance-seriously (“Organizations increasingly rely on cyber insurance to help manage online risks. It is time for regulators to stop treating this market as a small, peripheral piece of the insurance industry and instead focus their attention on how they can help transform it into a more stable and effective tool for cybersecurity risk management.”); Cyber Insurance, FTC https://www.ftc.gov/business-guidance/small-businesses.cybersecurity/cyber-insurance (last visited Nov. 21, 2022) (“Cyber insurance is one option that can help protect your business against losses resulting from a cyber attack…. Also, consider whether your cyber insurance provider will: Defend you in a lawsuit or regulatory investigation (look for “duty to defend” wording).”). But insurance companies may need more information. See, e.g., Cyberspace Solarium Comm’n, Final Report 79 (2020), https://drive.google.com/file/d/1ryMCIL_dZ30QyjFqFkkf10MxIXJGT4yv/view (recommendation 4.4).
practices by companies.\textsuperscript{981} For example, an IAPP survey of three cybersecurity insurance providers revealed common expectations of best practices, including firewalls, patching, passwords, and authentication, and noted that they may deny coverage if policyholders “do not exercise the degree of caution they promised in the underwriting process.”\textsuperscript{982}

The U.S. Department of the Treasury recently noted the important risk-transfer function of cyber insurance; that insurance can play an important role in strengthening cyber hygiene and cybersecurity resiliency; and that the industry is growing, with more than $4 billion in direct premiums written in 2020.\textsuperscript{983} The Cybersecurity & Infrastructure Agency (CISA) notes that over the first half of 2018 the overall cyber insurance take-up rate was approximately 32%, with 75% of largest companies in key sectors purchasing some cyber insurance and fewer than 5% of small and medium businesses participating.\textsuperscript{984} Although the industry is still comparatively young, it is growing quickly. And with good reason—in addition to

\textsuperscript{981} U.S. Gov’t Accountability Off., GAO-22-104256, Cyber Insurance: Action Needed to Assess Potential Federal Response to Catastrophic Attacks 18–19 (2022), https://www.gao.gov/assets/gao-22-104256.pdf (“In addition to covering costs associated with common risks, cyber insurance can encourage policyholders to manage their cyber risk and increase cyber resilience, according to several government entities and researchers…. Some government entities and researchers also have noted that the insurance market can encourage implementation of cybersecurity best practices by linking premiums with the policyholder’s cybersecurity practices,” but noting that it may make companies more likely to pay ransomware demands which in turn may encourage more cyber attacks); McGeeveran, supra note 888, at 1171–72 (“Insurers can and do push their policyholders to adopt practices that reduce the insurer’s risk of loss—and simultaneously promote better protection of personal data.”)

\textsuperscript{982} McGeeveran, supra note 888, at 1173.


\textsuperscript{984} CISA, Assessment of the Cyber Insurance Market 5 (Dec. 21, 2018), https://www.cisa.gov/sites/default/files/publications/20_0210_cisa_oce_cyber_insurance_market_assessment.pdf (“Aon Inpoint estimates that while 75 percent of financial institutions, retail, health care, and hospitality companies with revenue over $1 billion purchase some cyber insurance, fewer than 5 percent of small and medium businesses are consumers in the market.”).
data breaches in which privacy is violated and ransomware in which data or systems are made inaccessible, there are also the threats of leveraging devices to cause harm to other systems. Companies are in the best position to protect consumers from these harms, and the insurance industry is catching up to the market scale that is needed, but companies must be adequately incentivized if the Commission’s data security trade rule is going to change data security practices market-wide. While state data breach laws have been much maligned for the alleged patchwork they were said to create, it cannot be denied that they have incentivized companies to report cyber incidents to impacted consumers and regulators more effectively than the absence of such laws.

It is important to note that incident response is only one aspect of data security. Although incident response is an important component of a reasonable data security regime, the Commission’s data security trade rule should go beyond breach notification and anticipated Commission responses when a breach has occurred. As Profs. Solove and Hartzog have argued:

viewing data security policy primarily as a collection of requirements for breach notifications and technical controls excludes many of the most important issues from security, and it silos privacy and security in ways that are unproductive.

This is especially true in light of the priority the Securities and Exchange Commission has placed on incident/vulnerability reporting and on describing the

---

985 See, e.g., Alan Butler, Products Liability and the Internet of (Insecure) Things: Should Manufacturers Be Liable for Damage Caused by Hacked Devices?, 50 U. Mich. J.L. Reform 913 (Apr. 20, 2017) (describing how a botnet comprised of inadequately secured IoT devices was used to cause a Denial of Service attack in 2016, and articulating a theory of products liability for manufacturers of hacked devices, especially as these attacks have become highly foreseeable).

986 McGeeveran, supra note 888, at 1152 (noting breach notification requirements have driven “a large proportion of corporate efforts to improve institutional data security”).


989 See, e.g., Smith, supra note 970.

990 See Solove & Hartzog, supra note 912, at 132–33.
company’s cybersecurity risk assessment policy, if one exists.\textsuperscript{991} It falls to the Commission to address the important overlap between privacy and security.

Other sectors have solved this problem—credit card companies have strong anti-fraud protections because they bear the financial risk of fraud losses suffered by consumers. The Fair Credit Billing Act (FCBA) precludes a credit card issuer from imposing liability on a customer (business or consumer) for unauthorized use of a credit card, except in narrowly defined circumstances.\textsuperscript{992} As EPIC & the National Consumer Law Center have noted:

As a result, the banking industry has developed a robust set of protections governing the use of credit cards to minimize their own losses from theft, fraud and even user negligence. The banks control the system, imposing on merchants their requirements to protect against losses . . . . The banks—who will bear the burden of failure—have every incentive to develop vigorous procedures to limit these losses. The security procedures used by banks to monitor and avoid losses is constantly changing, to combat new threats.\textsuperscript{993}

Similarly, liability has led to significant improvements in auto safety over the last five decades in large part due to internalization of the previously externalized costs to drivers.\textsuperscript{994} Because there is no federal law providing similar protections and incentives to safeguard and promote consumer data security,\textsuperscript{995} regulatory action is

\begin{footnotes}
\item[994] Kende, supra note 860 (“Controlling for millions of vehicle miles traveled, there were almost five times as many fatalities in 1965 as in 2015.”); id. (“[Liability] provides an incentive, even after the tests [e.g. safety ratings], to ensure that quality is maintained and defects are promptly reported and repaired. This is the shift that must take place for cybersecurity.”).
\item[995] Notwithstanding regulations regarding breach reporting and incident response, which are distinct from security measures designed to prevent breaches in the first place. See, e.g., SEC, supra note 991; CISA, Cyber Incident Reporting for Critical Infrastructure Act of 2022 (CIRCIA), https://www.cisa.gov/circia (last visited Nov. 18, 2022).
\end{footnotes}
required now. As renowned security technologist and fellow at Harvard Kennedy School Bruce Schneier recently noted in the New York Times:

In all of these cases, the victimized organizations could have very likely protected our data better, but the reality is that the market does not reward healthy security. Often customers aren’t even able to abandon companies with poor security practices, as many of them build “digital moats” to lock their users in. Customers don’t abandon companies with poor security practices. Hits to the stock prices quickly recover. It’s a classic market failure of a powerful few taking advantage of the many, and that failure is one that only representation through regulation can fix.996

Two professors at Antonin Scalia Law School have similarly argued, in a recent Michigan Technology Law Review article, that a strict liability regime is likely to be superior to a reasonableness framework due to the failure of firms to internalize the cost and benefits of their data security decisions.997 They note that the concept of strict liability for data breaches is not novel—Professor Danielle Citron advocated for this more than a decade ago998—however the novelty of their approach is “not to expand liability under tort law doctrine, but rather for a federal agency, such as the FTC, to act as the national regulator of data security with broad preemptive effect.”999 They further argue that the firm has incentives to take socially optimal security precautions—which will in turn lead to socially optimal data collection decisions—if a firm internalizes the harm,1000 and moreover that strict liability would facilitate cyber insurance calibrated to an optimal standard of care.1001

The Commission should apply a strict liability standard where sensitive data has been breached. If a company is going to engage in the collection, retention, and responsible disposal of sensitive information of any number of consumers, it must

996 Schneier, supra note 860.
997 See Cooper & Kobayashi, supra note 863, at 263–64.
998 Id. at 265 (citing Danielle Keats Citron, Reservoirs of Danger: The Evolution of Public and Private Law at the Dawn of the Information Age, 80 S. Cal. L. Rev. 241 (2007)).
999 Id. (acknowledging Ben-Shahar’s examination of public law alternatives to private suits under tort law).
1000 Id. at 287.
1001 Id. at 295.
be held to account for the downstream consumer harms that result from the initial harm of unauthorized access to that sensitive data. For similar reasons, organizations of a larger size or collecting a large amount of data—we suggest meeting either (1) $250 million in annual gross revenue or (2) sensitive covered data of more than 5 million individuals or devices linkable to individuals, per the American Data Privacy and Protection Act—should also trigger a strict liability standard for consumer harm.

In all other instances, there should be a rebuttable presumption of a violation where a breach has occurred. Demonstrating compliance with reasonable data security practices, such as those articulated above, would certainly be relevant to rebutting this presumption.

7. **DARK PATTERNS & DIGITAL DECEPTION**

7.1. It is an unfair practice for a business to use manipulative design or dark patterns to nudge consumers to “accept” terms or options that broaden the scope of personal data that the business collects, uses, or discloses.

*Responsive to question 13.*

As commerce has moved online, so have deceptive tactics, and they have become even more sophisticated and difficult for consumers to navigate given the control that companies have over the interfaces through which consumers access goods and services. The Commission has described dark patterns as “design practices that trick or manipulate users into making choices that they would not otherwise have made and that may cause harm.” These practices are especially harmful in the data protection context. Companies have pushed for decades to frame data collection and processing as an issue of consumer “choice” while deploying manipulative choice architecture to ensure that consumers always “choose” to permit more data collection, broader purposes, and loose or non-existent data sale or transfer restrictions. These practices have become even more

---

1002 ADPPA § 2(17).
1003 FTC Dark Patterns Report *supra* note 130, at 2.
powerful as companies operating online can more easily experiment to find the most effective ways to trick consumers.\textsuperscript{1004}

Dark patterns are prevalent, harmful practices that undermine a consumer’s autonomy and manipulate them to their detriment. These unfair and deceptive design patterns substantially injure consumers, are not reasonably avoidable, and provide no countervailing benefits to consumers or competition. As the Commission explained in its recent staff report, businesses have relied for decades on manipulative design tactics to “get consumers to part with their money or data.”\textsuperscript{1005} The Commission has already taken steps to address this through its workshop,\textsuperscript{1006} enforcement actions,\textsuperscript{1007} its report,\textsuperscript{1008} and the issuance of a new enforcement policy statement.\textsuperscript{1009} Now the Commission should build on that work further by establishing a trade regulation rule against manipulative designs within the scope of its commercial surveillance rulemaking.

\textsuperscript{1004} Id. at 2.
\textsuperscript{1005} FTC Dark Patterns Report, supra note 130, at 1.
\textsuperscript{1008} FTC Dark Patterns Report, supra note 130.
Dark patterns cause substantial injury to consumers. The Commission has recognized that “use of manipulative design techniques in the digital world can pose heightened risks to consumers.” Indeed, one “pervasive” type of dark pattern “involves design elements that obscure or subvert consumers’ privacy choices.” There are many different ways that businesses can design their user interfaces to trick consumers into “agreeing” to broader collection and use of their personal data. The most common harmful methods that are deployed involve interfaces that (1) are not easy to understand, (2) are not symmetrical in choice, (3) use confusing methods, (4) use manipulative language or choice architecture, or (5) are difficult to execute.

These practices are harmful because they rob the consumer of the ability to make choices or express their intention. Dark patterns expose consumers to three primary types of harms: financial harms; privacy harms; and cognitive burdens. Dark patterns also cause substantial financial injuries to consumers. As the OECD has explained:

Dark patterns such as sneak into basket, hidden costs, drip pricing or scarcity cues are clearly aimed at getting consumers to buy something that they may not have needed or to spend more than they may have otherwise intended. Some dark patterns may more indirectly lead consumers to incur financial losses, such as preselection (e.g. a more expensive variant is preselected),

---

1010 FTC Dark Patterns Report, supra note 130, at 2 (first citing FTC Dark Patterns Workshop Transcript, supra note 1006, at 34) (“When you move from a brick-and-mortar environment to a digital environment, there’s more aspects of the environment you can manipulate . . . you can also collect and leverage information about consumers.”); then citing Eur. Comm’n, Directorate-Gen. for Just. & Consumers, Behavioural Study on Unfair Commercial Practices in the Digital Environment: Dark Patterns and Manipulative Personalisation: Final Report 120 (May 2022), https://data.europa.eu/doi/10.2838/859030 [hereinafter EU Dark Patterns Report] (“Dark patterns and manipulative personalisation practices can lead to financial harm, loss of autonomy and privacy, cognitive burdens, mental harm, as well as pose concerns for collective welfare due to detrimental effects on competition, price transparency and trust in the market.”)).

1011 FTC Dark Patterns Report, supra note 130, at 15–16.


urgency-related dark patterns (e.g., the consumer is pressured into buying a product they may not have needed), or confirm shaming (e.g., the consumer is shamed into maintaining a subscription they may not need). For dark patterns such as hidden or hard to cancel subscriptions, the unintended financial expenditure may occur on an ongoing basis and could amount to significantly larger losses than those incurred from one-off purchases.\textsuperscript{1014}

Dark patterns also drive consumer privacy injuries, in particular the violation of individual autonomy and the exposure of data that consumers believe should remain within their control.\textsuperscript{1015} As the OECD has noted, “[b]y hindering consumers’ ability to make free and informed choices, dark patterns impair consumer autonomy.”\textsuperscript{1016} Some examples include default settings that expand the scope of personal data collection, designs that make privacy-protective choices hard to engage with, or designs that shame the consumer into accepting more privacy-intrusive settings.\textsuperscript{1017} “As a result, consumers may end up divulging more personal data than intended, potentially exposing them to further risks.”\textsuperscript{1018}

Lastly, dark patterns may cause psychological and cognitive harms. Consumers may experience emotional distress, frustration, or feelings of shame and being tricked as a result of dark patterns.\textsuperscript{1019} Consumers may also experience cognitive burden due to using more energy or attention.\textsuperscript{1020} “Frustration and cognitive burden might result from exploiting consumers’ inertia or limited

\textsuperscript{1014} Id.
\textsuperscript{1016} OECD Dark Patterns Report, supra note 1013, at 21; See Calo, supra note 165, at 1031–34 (describing the ways in which digital market manipulation undermines consumer autonomy by targeting them at their most vulnerable moment); Ari Ezra Waldman, Cognitive Biases, Dark Patterns, and the ‘Privacy Paradox’, 31 Current Issues Psych. 105, 107 (2020) (“At a minimum, the power of design means that our choices do not always reflect our real personal preferences. At worst, online platforms manipulate us into keeping the data flowing, fueling an information-hungry business model.”).
\textsuperscript{1017} OECD Dark Patterns Report, supra note 1013, at 25.
\textsuperscript{1018} Id.
\textsuperscript{1019} Id. (citing Harms of Dark Patterns, Dark Patterns Tip Line, https://darkpatternstipline.org/harms (last visited Nov. 15, 2022)).
\textsuperscript{1020} Id. (citing Mathur, Mayer & Kshirsagar, supra note 1012, at 15–17).
willpower, attention span or time, for example by repeatedly prompting the consumer to agree to certain settings (nagging), making it harder to cancel than to sign up or to select the appropriate choice (trick questions).”

The harms caused by dark patterns are not reasonably avoidable by consumers because these systems are designed specifically to manipulate consumers and thwart their ability to make informed choices. These manipulative design patterns are effective precisely because consumers are not able to easily avoid them, as choices the company does not want are buried under confusing language or multiple complex layers of settings. For example, if a consumer wishes to cancel their Amazon prime subscription, she cannot avoid the complex process that the company has put in place to discourage cancelation. The Commission recently explained that consumers are unaware of such manipulation “[b]ecause dark patterns are covert or otherwise deceptive [and] many consumers don’t realize they are being manipulated or misled.” User interfaces that employ dark patterns to “maximize information collection and sharing, such as using default settings to make consumer data collection difficult to avoid, even when such collection is unnecessary.” Some dark patterns do not allow consumers to reject data

1021 Id.
1023 FTC Dark Patterns Report, supra note 130, at 3 (citing Dark Patterns Workshop Transcript, supra note 1006, at 73; EU Dark Patterns Report, supra note 1010, at 85 (“Dark patterns are hidden, subtle and manipulative in nature, so it is difficult to spot and report them.”)); U.K. Competition & Mkts. Auth., Online Choice Architecture: How Digital Design Can Harm Competition and Consumers, Discussion Paper No. CMA155 42 (Apr. 2022), https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1066524/Online_choice_architecture_discussion_paper.pdf (“When encountering a harmful OCA practice, such as a dark pattern, most individuals are unlikely to realise they were under the influence of a bias or heuristic that drove their decision making.”); Consumer Reps., Comments to the Federal Trade Commission on Bringing Dark Patterns to Light: An FTC Workshop, No. FTC-2021-0019-0119 3 (May 29, 2021), https://www.regulations.gov/comment/FTC-2021-0019-0119 (“By their very nature, dark patterns are difficult for consumers to identify.”).
1024 FTC Dark Patterns Report, supra note 130, at 16 (emphasis added) (citing Dark Patterns Workshop Transcript, supra note 1006, at 32–33, 39); EU Dark Patterns Report, supra note 1010, at 60
collection, meaning a consumer could not avoid the collection of their personal information even if they wanted to.\textsuperscript{1025} For example:

\begin{quote}
\textbf{MANIPULATIVE DESIGN AT WORK}

A user visits the website of a pet supply store. A banner appears at the bottom and reads “This site uses cookies for functionality and other purposes. Please click below to learn more about how we use your information.” Below this text appears two boxes. One reads “Accept” and the other reads “Learn More Information.” The user has no option to reject unnecessary cookies because clicking on the “Learn More Information” button brings her to the website’s privacy policy page.

A user visits a popular news site. A cookie banner pops up and covers most of the screen, and the background becomes grayscale, shifting the user’s focus to the pop up. The user is presented with two options: a button that says “Accept” in bright blue font and a button that says “Reject” in grayscale, which appears to be an inactive button to the user. The user clicks “Accept” because she believes it is the only available option.

The harms associated with dark patterns are not outweighed by any benefits to competition or consumers because they are manipulative and deceptive practices. The Commission has differentiated between manipulative designs and permissible persuasive designs, which may provide some benefits. Designs are dark patterns “if used to deceive consumers or manipulate them into taking unwitting or detrimental actions[].”\textsuperscript{1026} When a design feature rises to the

\begin{quote}
\textsuperscript{1025} FTC Dark Patterns Report, \textit{supra} note 130\textsuperscript{130}, at 16 (“The [ISP privacy practices] Staff Report explained how such an interface may indicate to consumers that they have no choice but to select ‘Accept,’ or might lead consumers to select ‘Accept’ out of expediency without realizing their ability to ‘Reject’ due to the difference in prominence of the two choices. Second, the Report highlighted interfaces that do not allow consumers to reject data collection or that continuously prompt consumers if they select a disfavored setting.”).

\textsuperscript{1026} FTC Dark Patterns Report, \textit{supra} note 130, at 2.
\end{quote}
level of manipulating the consumer to their detriment, its harms are not outweighed by any benefit to competition or consumers. In contrast, persuasive design features that do not subvert consumer choice, expose data the consumer meant to keep private, increase the cognitive burden on the consumer, or manipulate the consumer in similar fashion are permissible because they do not harm consumers. Industry has failed to demonstrate how manipulating consumers provides the consumer with any benefits. Deceptive design is also anticompetitive because the large companies that can afford to pay fines from regulatory enforcement are unjustly enriched from employing such unfair and deceptive practices. Moreover, smaller companies and companies who do not engage in such harmful practices would benefit from an industry-wide rule prohibiting manipulative dark patterns. Only businesses that engage in these harmful practices will need to change their practices. A uniform rule will promote compliance and provide businesses with clear guidance. Dark patterns do not provide any benefits to consumers or competition that outweigh the substantial harms they impose consumers, and consumers cannot reasonably avoid them. Therefore, dark patterns are an unfair practice.

The employment of dark patterns is widespread and prevalent, as the Commission has seen in its studies and workshops.\textsuperscript{1027} Reporters feel confident declaring that “[d]ark patterns are everywhere[.]”\textsuperscript{1028} One study found the use of dark patterns has grown increasingly common on digital platforms such as social media, shopping sites, mobile apps, and video games.\textsuperscript{1029} The study “discovered 1,818 instances of dark patterns from 1,254 (~11.1%) websites in [its] data set of 11K shopping websites.”\textsuperscript{1030} The person who coined the term “dark pattern” has explained why they are so prevalent:

Lots of companies will make it hard for people to leave,’ says Brignull. ‘They are going to get around to it eventually, but if they might stay for

\textsuperscript{1027} Id. at 1.
\textsuperscript{1030} Id. at *2 (“Shopping websites that were more popular, according to Alexa rankings, were more likely to feature dark patterns. These numbers represent a lower bound on the total number of dark patterns on these websites, since our automated approach only examined text-based user interfaces on a sample of product pages per website.”).
an extra 10 percent of the time, or 20 percent, the accounts might live just a little bit longer. And if you’re doing that en masse for hundreds of thousands of people, that translates to enormous amounts of money, for people who are going to leave anyway.\textsuperscript{1031}

Research supports the conclusion that dark patterns are prevalent.\textsuperscript{1032} Eighty percent of popular apps for children contain at least one manipulative design feature.\textsuperscript{1033} Out of a sample of 240 popular apps, 95\% contained at least one dark pattern.\textsuperscript{1034} Of the 200 most popular online retailers in the U.S., all contained at least four instances of “impulse buying features.”\textsuperscript{1035}

Because dark patterns are a widespread, prevalent, and unfair practice, the Commission should promulgate a rule that gives its previous warnings\textsuperscript{1036} teeth. The Commission has recognized that dark patterns harm consumers, has taken enforcement actions in individual cases before, and should use this rulemaking as an opportunity to establish a rule that will prevent manipulative dark patterns

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{1031} Ravenscraft, \textit{supra} note 1028.
\item \textsuperscript{1032} See OECD Dark Patterns Report, \textit{supra} note 1013.
\item \textsuperscript{1033} Jenny Radesky et al., \textit{Prevalence and Characteristics of Manipulative Design in Mobile Applications Used by Children}, 5(6) JAMA Network Open (June 17, 2022), https://jamanetwork.com/journals/jamanetworkopen/fullarticle/2793493.
\item \textsuperscript{1036} FTC Dark Patterns Report, \textit{supra} note 130, at 18 (“In addition to generally minimizing data collection efforts, businesses should also avoid subverting consumers’ privacy choices. First, companies should avoid default settings that lead to the collection, use, or disclosure of consumers’ information in a way that they did not expect (and collect information only when the business has a justified need for collecting the data). Second, companies should make consumer choices easy to access and understand. Consumers should not have to navigate through multiple screens to find privacy settings or have to look for settings buried in a privacy policy or in a company’s terms of service: they should be presented at a time and in a context in which the consumer is making a decision about their data. Any toggle options presented to the consumer should not be ambiguous or confusing, and one option should not be more prominent than another. Third, choices about sensitive information, in particular, should be presented so that it is clear to the consumer what they are consenting to—as opposed to a blanket consent—and should be presented along with information that they need to make an informed decision (for example, that if the consumer consents to the collection of their information, that information will be shared with third parties). More generally, businesses should take a moment to assess their user interfaces from a consumer’s perspective and consider whether another option might increase the likelihood that a consumer’s choice will be respected and implemented.”).
\end{itemize}
\end{footnotesize}
industry wide. The Commission’s dark patterns rule should embody existing best practices on choice architecture, which dictate that systems seeking to obtain user input on the scope of data collection and processing should: (1) be easy to understand; (2) exhibit symmetry in choice; (3) avoid language or interactive elements that are confusing to the consumer (the methods should not use double negatives, and toggles or buttons must clearly indicate the consumer’s choice); (4) avoid manipulative language or choice architecture (the methods should not use language or wording that guilts or shames the consumer into making a particular choice or bundles consent to subvert the consumer’s choice); and (5) be easy to execute. The Commission should similarly establish guidelines to determine what is lawful persuasive conduct and declare any nudging practice that does not meet those guidelines to be an unfair manipulative design.

**CONCLUSION**

For more than twenty years, the United States has failed to rise to the challenge posed by evolving commercial surveillance practices and deficient data security. We cannot wait another decade to pull ourselves out of this deepening data privacy crisis. The time is now for the Federal Trade Commission to protect consumers and enact a trade regulation rule that will promote data minimization; establish fairness and transparency for automated decision-making systems; address systemic discrimination online; ensure that businesses meet their notice and transparency obligations; safeguard the privacy of minors; enforce data security standards; and prohibit manipulative designs that thwart consumer choice. EPIC looks forward to the Commission’s proposed rule addressing these urgent matters, and we stand ready to assist the Commission however we can in the rulemaking process.

---

APPENDIX 1: PROPOSED UNFAIRNESS STATEMENTS

1. Data Minimization
   1.1. It is an unfair trade practice to collect, use, transfer, or retain personal data beyond what is reasonably necessary and proportionate to the primary purpose for which it was collected, consistent with consumer expectations and the context in which the data was collected.

2. Automated Decision-Making Systems
   2.1. It is an unfair and deceptive practice to use an automated decision-making system implicating the interests of consumers without first demonstrating that it is effective, accurate, and free from impermissible bias.

   2.2. It is an unfair and deceptive practice to use an automated decision-making system implicating the interests of consumers without providing adequate notice of such use, which includes meaningful, readable, and understandable disclosure of the logic, factors, inputs, and training data on which such system relies.

   2.3. It is an unfair practice to use one-to-many facial recognition, emotion recognition, or other biometric technologies for commercial surveillance.

3. Discrimination
   3.1. It is an unfair practice to discriminate in or otherwise make unavailable the equal enjoyment of goods or services on the basis of race, color, religion, national origin, sex, sexual orientation, disability, or other protected characteristics.

4. Notice & Transparency
   4.1. It is an unfair and deceptive practice to collect, use, retain, or transfer personal data without first assessing, justifying, and providing adequate notice of such collection, use, retention, or transfer.
5. Privacy of Minors

5.1. It is an unfair practice to collect, process, retain, or transfer the personal data of minors under the age of 18 unless strictly necessary to achieve the minor’s specific purpose for interacting with the business or to achieve certain essential purposes.

5.2. It is an unfair and deceptive practice to make intentional design choices in order to facilitate the commercial surveillance of minors.

6. Data Security

6.1. It is an unfair and deceptive practice to collect, process, retain, or transfer personal data without maintaining reasonable administrative, technical, and physical measures to secure such data against unauthorized access.

7. Dark Patterns and Deceptive Design

7.1. It is an unfair practice for a business to use manipulative design or dark patterns to nudge consumers to “accept” terms or options that broaden the scope of personal data that the business collects, uses, or discloses.
# Appendix 2: ANPR Questions Addressed

<table>
<thead>
<tr>
<th>Ques.</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introductory Material</td>
</tr>
<tr>
<td>3</td>
<td>Introductory Material, 5. Privacy of Minors</td>
</tr>
<tr>
<td>4</td>
<td>Introductory Material, 5. Privacy of Minors</td>
</tr>
<tr>
<td>5</td>
<td>Introductory Material, 5. Privacy of Minors</td>
</tr>
<tr>
<td>6</td>
<td>Introductory Material</td>
</tr>
<tr>
<td>7</td>
<td>Introductory Material</td>
</tr>
<tr>
<td>8</td>
<td>Introductory Material, 5. Privacy of Minors</td>
</tr>
<tr>
<td>9</td>
<td>Introductory Material</td>
</tr>
<tr>
<td>10</td>
<td>Introductory Material, 5. Privacy of Minors, 6. Data Security</td>
</tr>
<tr>
<td>11</td>
<td>Introductory Material, 6. Data Security</td>
</tr>
<tr>
<td>12</td>
<td>Introductory Material, 5. Privacy of Minors, 6. Data Security</td>
</tr>
<tr>
<td>14</td>
<td>5. Privacy of Minors</td>
</tr>
<tr>
<td>15</td>
<td>5. Privacy of Minors</td>
</tr>
<tr>
<td>17</td>
<td>5. Privacy of Minors</td>
</tr>
<tr>
<td>19</td>
<td>5. Privacy of Minors</td>
</tr>
<tr>
<td>20</td>
<td>5. Privacy of Minors</td>
</tr>
<tr>
<td>21</td>
<td>5. Privacy of Minors</td>
</tr>
<tr>
<td>22</td>
<td>5. Privacy of Minors</td>
</tr>
<tr>
<td>24</td>
<td>Introductory Material</td>
</tr>
<tr>
<td>25</td>
<td>Introductory Material</td>
</tr>
<tr>
<td>26</td>
<td>1. Data Minimization</td>
</tr>
<tr>
<td>27</td>
<td>1. Data Minimization</td>
</tr>
<tr>
<td>28</td>
<td>5. Privacy of Minors</td>
</tr>
<tr>
<td>29</td>
<td>Introductory Material, 1. Data Minimization</td>
</tr>
<tr>
<td>30</td>
<td>6. Data Security</td>
</tr>
<tr>
<td>31</td>
<td>6. Data Security</td>
</tr>
<tr>
<td>32</td>
<td>6. Data Security</td>
</tr>
<tr>
<td>35</td>
<td>6. Data Security</td>
</tr>
<tr>
<td>36</td>
<td>6. Data Security</td>
</tr>
<tr>
<td>37</td>
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