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The Electronic Privacy Information Center (EPIC) submits these comments in response to The National Telecommunications and Information Administration (NTIA) Privacy, Equity, and Civil Rights Request for Comment posted on January 20, 2023.1 NIST is soliciting comments that, together with information collected from three listening sessions, will be used to create a report on “whether and how commercial data practices can lead to disparate impacts and outcomes for marginalized or disadvantaged communities.”

The Electronic Privacy Information Center (EPIC) is a public interest research center in Washington, D.C., established in 1994 to focus on public attention on emerging civil liberties issues and to secure the fundamental right to privacy in the digital age for all people through advocacy, research, and litigation.2 EPIC has consistently advocated for privacy as a human right, particularly focusing on how privacy issues impact vulnerable communities.3 We are pleased to continue that work by contributing to this comment opportunity and engaging in further discussion with NIST on how current technology and business practices impact marginalized and vulnerable communities.

---

2 EPIC, About Us (2023), https://epic.org/about/.
In the interest of providing comprehensive and helpful feedback, we have structured our responses to each question by listing the question and subsection, responding directly to the question and subsection in bold, and providing additional references and resources relevant to our responses in a bullet-point list after each response. In some instances, we have left out a subsection where we believed our response to be duplicative of a previous response.

**QUESTIONS**

**Framing**

1. How should regulators, legislators, and other stakeholders approach the civil rights and equity implications of commercial data collection and processing?

a. Is “privacy” the right term for discussing these issues? Is it under-inclusive? Are there more comprehensive terms or conceptual frameworks to consider?

_**Privacy is an important aspect of evaluating civil rights and equity harms of commercial data collection and processing. NTIA should also evaluate how those harms impact equity, justice, and fairness and incorporate conceptual frameworks like commercial surveillance, abusive data practices, informational asymmetry, and digital deception.**_

- EPIC’s Comments for FTC’s ANPR on Commercial Surveillance & Data Security: *Disrupting Data Abuse: Protecting Consumers from Commercial Surveillance in the Online Ecosystem*[^4]
  - Introduction (p. 1)
  - Data Minimization (p. 30)
  - Notice and Transparency (p. 152)
  - Dark Patterns & Digital Deception (p. 216)
- EPIC and Consumer Reports Data Minimization White Paper: *How the FTC Can Mandate Data Minimization Through a Section 5 Unfairness Rulemaking*[^5]

b. To what degree are individuals sufficiently capable of assessing and mitigating the potential harms that can arise from commercial data practices, given current information and privacy tools? What value could additional transparency requirements or additional privacy controls provide; what are examples of such requirement or controls; and what are some examples of their limitations?

_**Most notice and consent or transparency requirements cannot be fully effective, on their own, to mitigate harms from commercial data practices. Many of these practices are too**_


complex and numerous for even the most sophisticated consumer to understand and meaningfully consent to, and consumers can also be harmed by data processing activities that are unvetted or undisclosed.

- EPIC FTC Comments on Commercial Surveillance
  - Data Minimization (p. 30)
  - Automated Decision-Making Systems (p. 67)
  - Notice and Transparency (p. 152)
  - Dark Patterns & Digital Deception (p. 216)

**c. How should discussions of privacy and fairness in automated decision-making approach the concepts of “sensitive” information and “non-sensitive” information, and the different kinds of privacy harms made possible by each?**

*The concepts of sensitive and non-sensitive data often overlap. Data can become sensitive when used together or cross-referenced with unique persistent identifiers, data linkable to an individual device, non-aggregated data, and other mechanisms that can be used to identify an individual. Discussions of privacy and fairness in automated decision-making contexts can also benefit from considering the harm, use, and risk of data instead of its inherent sensitivity.*

- EPIC FTC Comments on Commercial Surveillance
  - Scope of Covered Data (p. 24)
  - Automated Decision-Making Systems (p. 67)

**d. Some privacy experts have argued that the collective implications of privacy protections and invasions are under-appreciated. Strong privacy protections for individuals benefit communities by enabling a creative and innovative democratic society, and privacy invasions can damage communities as well as individuals. What's more, many categories of extractive and profitable processing rely on inferences about populations and demographic groups, making a collective understanding of privacy highly relevant. How should the individual and collective natures of privacy be understood, both in terms of the value of privacy protections; the harms of privacy invasions; and the implications of those values and harms for underserved or marginalized communities?**

*Individual rights are not sufficient to protect privacy unless paired with systemic policy interventions like substantive limits on data collection. A narrow focus on individual privacy harms can exclude collective privacy harms that affect entire groups and communities.*

- EPIC FTC Comments on Commercial Surveillance
  - Notice and Transparency (p. 152)
e. How should proposals designed to improve privacy protections and mitigate the disproportionate harms of privacy invasions on marginalized communities address the privacy implications of publicly accessible information?

*Such proposals should be attentive to the ability to derive sensitive inferences from publicly available data. It is important that de-identified data is clearly defined and differentiated from personal data such that it would be impossible to connect de-identified data to an individual.*

- EPIC FTC Comments on Commercial Surveillance
  - Scope of Covered Data (p. 24)
- Colorado Privacy Act § 6-1-1303(11) (only data that cannot reasonably be used to infer information about or otherwise be linked to an identified or identifiable individual or device linked to that individual may be considered de-identified data and parties using de-identified data must make commitments to use and maintain the data solely in de-identified form).
- California Consumer Protection Act § 1798.148(c) (requires a contract in place for any sale or licensing of deidentified information that includes specific provisions prohibiting reidentification).
- American Data Privacy and Protection Act (ADPPA) § 2(10) (2022) (mandates that de-identified data cannot identify or be linked or reasonably linkable to an individual or individual’s device, regardless of whether information is aggregated).

f. Civil rights experts and automated decision-making experts have raised concerns about the incongruity between the requirements in civil rights laws and how automated systems can produce discriminatory outcomes with the intentional guidance of a programmer. How should regulators, legislators, and other stakeholders think about the differences between intentional discrimination and unintentional discrimination on the basis of protected characteristics, such as race and gender? How do data practices and privacy practices affect each?

*Automated decision-making systems can facilitate, exacerbate, and cause various harms including bodily harm, loss of liberty, loss of opportunity, financial harms, dignitary harms, and discriminatory harms. The outputs of these systems should be evaluated by their impact—for example, through design analysis or disparate impact analysis.*

- EPIC FTC Comments on Commercial Surveillance
  - Automated Decision-Making Systems (p. 67)
  - Discrimination (p. 109)
- EPIC Screened & Scored in D.C. Report⁶

---

• EPIC amicus brief in Gonzalez v. Google7

**Impact of Data Collection and Processing on Marginalized Groups**

2. Are there specific examples of how commercial data collection and processing practices may negatively affect underserved or marginalized communities more frequently or more severely than other populations?

   a. In particular, what are some examples of how such practices differently impact communities including but not limited to: disabled people; Native or Indigenous people; people of color, including but not limited to Black people, Asian-Americans and Pacific Islanders, and Hispanic or Latinx people; LGBTQ people; women; victims of domestic violence (including intimate partner violence, abuse by a caretaker, and other forms of domestic abuse); religious minorities; victims of online harassment; formerly incarcerated persons; immigrants and undocumented people; people whose primary language is not English; children and adolescents; students; low-income people; people who receive public benefits; unhoused people; sex workers, hourly workers, “gig” or contract workers, and other kinds of workers; or other individuals or communities who are vulnerable to exploitation, or have historically been subjected to discrimination?

   *Commercial data collection and processing practices can cause various harms to marginalized groups and other populations, including where commercially collected data is subject to automated decision-making systems. The impacts of these systems are especially acute for marginalized communities, fostering discrimination and inequities in employment, government services, healthcare, and education.*

   • EPIC comments to the FCC on Securus Technology and inmate calling services8

---

b. In what ways do the specific circumstances of people with disabilities—such as the obligation to supply personal information to obtain public benefits or reasonable accommodations, the use of assistive technologies, or the incompatibility of digital services with a disability—create particular privacy interests or risks?

Ensuring accessibility is vital to providing the benefits of various technologies to people with disabilities. People with disabilities can have unique digital needs, including assistive technologies. There are also unique harms that arise from the incompatibility of digital services with a disability. For example, algorithms are often fail to account for the diversity of disabled people.

- CD T report, Centering Disability in Technology Policy
- EPIC FTC Complaint re: HireVue
- EPIC D.C. Attorney General Complaint re: Online Test Proctoring


c. How do specific data collection and use practices potentially create or reinforce discriminatory obstacles for marginalized groups regarding access to key opportunities, such as employment, housing, education, healthcare, and access to credit?

Certain data collection and use practices—including targeted advertising, customer acquisition, and customer evaluation—can create and perpetuate discrimination and unfair treatment of marginalized groups.

- EPIC FTC Comments on Commercial Surveillance
  - Automated Decision-Making Systems (p. 67)
  - Discrimination (p. 109)
- EPIC Screened & Scored in D.C. Report
- EPIC Buy Now, Pay Later Comments

---

10 Complaint and Request for Investigation, Injunction, and Other Relief, In the Matter of HireVue, Inc., EPIC submitted to the FTC (Nov. 6, 2019), https://epic.org/documents/in-re-hirevue/.
3. Are there any contexts in which commercial data collection and processing occur that warrant particularly rigorous scrutiny for their potential to cause disproportionate harm or enable discrimination?

   a. In what ways can disproportionate harm occur due to data collected or processed in the context of evaluation for credit; healthcare; employment or evaluation for potential employment (please include consideration of temporary employment contexts such as so-called “gig” or contract workers); education, or in connection with evaluation for educational opportunities; housing, or evaluation for housing; insurance, or evaluation for insurance; or usage of or payment for utilities?

   Disproportionate harm can result from data collection and processing, targeted advertising, and the use of certain automated decision-making systems. Many of these tools are used without disclosure or due diligence, harming individuals in healthcare, banking, employment, and educational settings.

   - EPIC FTC Comments on Commercial Surveillance
     o Automated Decision-Making Systems (p. 67)
     o Discrimination (p. 109)
   - EPIC FTC Complaint re: HireVue
   - EPIC Screened & Scored in D.C. Report
   - EPIC Buy Now, Pay Later Comments

   b. Are there particular technologies or classes of technologies that warrant particularly rigorous scrutiny for their potential to invade privacy and/or enable discrimination?

   Commercial uses of biometric technologies, including face recognition and “emotion detection,” warrant heightened scrutiny for their potential to enable discrimination and cause privacy harms. Not only do these technologies implicate sensitive biometric information; their use in commercial settings is often unavoidable and may not be disclosed to consumers.

   - EPIC FTC Comments on Commercial Surveillance
     o Automated Decision-Making Systems (p. 67)
   - EPIC NIST Comments re: AI Risk Management Framework

   c. When should particular types of data be considered proxies for constitutionally-protected traits? For example, location data is frequently collected and used, but where someone lives can also closely align with race and ethnicity. In what circumstances should use of location data be considered intertwined with protected characteristics? Are there other types of data that present similar risks?

---

Proxy discrimination can arise in data collection, data analysis, and automated decision-making. Mass commercial surveillance and profiling can reveal, and risk discrimination against, protected traits. This data can include location data, health information, employment data, and credit or financial data. Additionally, automated decision-making systems can perpetuate proxy discrimination.

- EPIC FTC Comments on Commercial Surveillance
  - Data Minimization (p. 30)
  - Automated Decision-Making Systems (p. 67)
  - Discrimination (p. 109)
- EPIC letter to FTC about Airbnb automated decision-making system

**d. Does the internet offer new economic or social sectors that may raise novel discrimination concerns not directly analogous to brick-and-mortar commerce?** For example, how should policymakers, users, companies, and other stakeholders think about civil rights, privacy, and equity in the context of online dating apps, streaming services, and online gaming communities?

*Commercial surveillance practices pose challenges to civil rights, privacy and equity that are distinct from brick-and-mortar commerce. Consumers do not have the ability to meaningfully consent to mass data collection, surveillance, or the effect of automated decision-making systems fueled by that data. These commercial surveillance and algorithmic decision-making systems disproportionately harm marginalized communities.*

- EPIC FTC Comments on Commercial Surveillance
  - Data Minimization (p. 30)
  - Automated Decision-Making Systems (p. 67)
  - Discrimination (p. 109)
  - Privacy of Minors (p. 167)
  - Dark Patterns & Digital Deception (p. 216)
- FTC Enforcement Action against Fortnite video game maker Epic Games

**e. In what ways can government uses of private data that is collected for commercial purposes—for example, through public-private partnerships—produce unintended or harmful outcomes?** Are there ways in which these types of public-private partnerships implicate

---

equity or civil rights concerns? What about the collection and sharing of consumer data by private actors for “public safety purposes”?

There are many examples of government using commercial data or automated decision-making systems fueled by commercial data. Without notice and consent, many government offices use risk assessments or other automated tools to screen and score people, often implicating equity and civil rights concerns. Additionally, public safety agencies and police have used inaccurate facial recognition systems, and ICE has contracted with LexisNexis for invasive surveillance.

- EPIC, Coalition Call for ICE to Cancel Contract with LexisNexis for Invasive Surveillance Databases
- EPIC Screening & Scoring Project
- EPIC Campaign to Ban Face Surveillance
- EPIC urges the FTC to adequately disclose affiliate relationships, like between Amazon Ring and law enforcement organizations

f. What is the impact of consolidation in the tech and telecom sectors on consumer privacy as it relates to equity and civil rights concerns?

Consolidation in the tech and telecom sectors has eroded consumer privacy and stifled innovation. The more dominant a company becomes, the greater its ability to surveil consumers and amass personal information. This concentration of data relates to equity and civil rights concerns through privacy issues and the profiling and tracking that enables discriminatory targeted advertising, and redlining.

- EPIC Statement on the Digital Advertising Ecosystem

---

Existing Privacy and Civil Rights Laws

4. How do existing laws and regulations address the privacy harms experienced by underserved or marginalized groups? How should such laws and regulations address these harms?

a. With particular attention paid to equity considerations, what kinds of harms have been excluded from recognition or insufficiently prioritized in privacy law and policy?

Disparate impacts of privacy abuses have been insufficiently recognized and prioritized in privacy law and policy. Examples of this can be seen in housing algorithms discriminating against the poor and people of color, discriminatory patterns in employment algorithms, and the reduced accuracy of facial recognition on individuals with darker skin tones or non-binary gender presentation. In addition, highly sensitive inferences can be drawn about an individual and used to profile them without the individual ever directly disclosing such information.

- EPIC FTC Comments on Commercial Surveillance
  - Data Minimization (p. 30)
  - Automated Decision-Making Systems (p. 67)
  - Discrimination (p. 109)
  - Notice and Transparency (p. 152)
  - Privacy of Minors (p. 167)
  - Dark Patterns & Digital Deception (p. 216)
- EPIC Screened & Scored in D.C. Report

b. To what extent do privacy and civil rights laws consider the effects of having multiple marginalized identities on a person’s exposure to data abuses? How can privacy and civil rights laws incorporate an intersectional approach to privacy and civil rights protections?

While both civil rights laws and privacy laws may identify multiple categories of information as sensitive (race, ethnicity, sexuality, religion, etc.), intersectionality is rarely specifically addressed by law. But the challenges of intersectional discrimination are real. For example, in a discrimination suit, an individual may have limit their claims to one marginalized identity rather than multiple in order to avoid confusing or overwhelming a judge or jury. A strong privacy approach to intersectionality should consider how each additional marginalized identity can multiply the risk of harms to an individual.

- EPIC FTC Comments on Commercial Surveillance

---

20 Particularly pages 855-59, which discuss discrimination harms as a privacy harm, and page 818, which discusses the risk of mass data collection allowing for unanticipated and unwanted inferences on individuals.
Discrimination (p. 121-123)


c. Are existing privacy and civil rights laws being effectively enforced? If not, how should these deficiencies be remedied?

*Much like privacy laws themselves, the enforcement of privacy and civil rights laws in the U.S. is an uneven patchwork subject to the variable resources and priorities of different agencies and officials. This patchwork means that privacy and civil rights are inconsistently enforced against and may fall through the cracks in areas with busy or under resourced enforcement bodies. Approaches that could allow for more effective and consistent enforcement include a private right of action and a single agency tasked with enforcement.*

- EPIC Screened & Scored in D.C. Report
- Hearing on Protecting America’s Consumers: Bipartisan Legislation to Strengthen Data Privacy and Security\(^2\)\(^1\)
- EPIC FTC Comments on Commercial Surveillance
  - The FTC and the Data Protection Crisis (p. 7)
- Complaint for Injunctive Relief, *EPIC v. FTC*\(^2\)\(^2\)
- EPIC: The U.S. Urgently Needs a Data Protection Agency\(^2\)\(^3\)

d. Are there situations where privacy law conflicts with efforts to ensure equity and protect civil rights for these communities? If so, how should those conflicts be addressed?

*There may be cases where privacy law conflicts with equity and safety issues for marginalized communities, such as where privacy laws would prevent recording or dissemination of videos showing threats or attacks. These risks must be weighed against the threat of surveillance, monitoring, and algorithmic discrimination to those same communities.*

---


• EPIC FTC Comments on Commercial Surveillance
  - Data Minimization (p. 30)
  - Automated Decision-Making Systems (p. 67)
  - Discrimination (p. 109)
  - Notice and Transparency (p. 152)
  - Privacy of Minors (p. 167)
  - Dark Patterns & Digital Deception (p. 216)

• ADPPA Section 207

e. What resources or legal structures exist to identify and remedy wrongful outcomes produced by digital profiles or risk scores, particularly regarding individual or collective outcomes for underserved or marginalized communities?

*Algorithmic transparency is one of the most effective approaches to identifying and remedying wrongful outcomes, particularly for marginalized communities and individuals. Additional measures include mandating algorithmic impact assessments and regular audits, requiring algorithm developers and users to explain design choices, and pursuing lawsuits to address and mitigate bias and harmful impacts.*

• EPIC Screened & Scored in D.C. Report
• EPIC, *EPIC v. CBP (Analytical Framework for Intelligence)* 24
• EPIC, *EPIC v. DOJ (Criminal Justice Algorithms)* 25
• EPIC FTC Comments on Commercial Surveillance
  - Automated Decision-Making Systems (p. 67)

f. Legislators around the country and across the globe have enacted or amended a number of laws intended to deter, prevent, and remedy privacy harms. Which, if any, of these laws might serve as useful models, either in whole or in part? Are there approaches to be avoided? How, if at all, do these laws address the privacy needs and vulnerabilities of underserved or marginalized communities?

*A variety of foreign privacy laws, including the GDPR, APPD, DDPA, LGPD, PDPL, and FPA, recognize certain types of data as more sensitive and subject to additional protections. These include race, religion, sexual orientation, and other characteristics. These designations are helpful, but do not alone fully address or prevent privacy harms to marginalized communities—particularly those that may stem from less explicit targeting, such as inferences or algorithms. Other laws fall short by excluding*

---


government activity from the scope of regulation and still allowing for surveillance and tracking through mass algorithmic data collection, as in the PIPL.

- The EU’s General Data Protection Regulation (GDPR)
- Denmark’s 2000 Act of Processing Personal Data (APPD) and Danish Data Protection Act (DDPA)
- Brazil’s Lei Geral de Proteção de Dados (LGPD)
- Chile’s Personal Data Protection Law (PDPL)
- Australia’s Federal Privacy Act (FPA)
- American Data Privacy and Protection Act (ADPPA) Section 207
- Biometric Information Privacy Act (BIPA)
- China’s Personal Information Protection Law (PIPL)
- EPIC Comments on UK Draft Updated Surveillance Camera Code of Practice

Are there any privacy or civil rights laws, regulations, or guidance documents that demonstrate an exemplary approach to preventing or remedying privacy harms, particularly the harms that disproportionately impact marginalized or underserved communities? What are those laws, regulations, or guidance documents, and how might their approach be emulated more broadly?

While a variety of approaches have been proposed to prevent and remedy privacy harms inflicted on marginalized communities, an ideal approach would explicitly mandate antidiscrimination actions and monitoring. This would include regular audits to ensure there is no discrimination in results of policies and actions and ideally would include a concentrated effort to engage communities that may be harmed to understand and mitigate those harms. In addition, there must be robust and consistent enforcement against privacy violators, particularly for violations disproportionately harm vulnerable communities.

- EPIC: The U.S. Urgently Needs a Data Protection Agency
- EPIC and Consumer Reports Data Minimization White Paper
- White House OSTP, Blueprint for an AI Bill of Rights

---

h. What is the best way to collect and use information about race, sex, or other protected characteristics to identify and prevent potential bias or discrimination, or to specifically benefit marginalized communities? When should this occur, and what safeguards are necessary to prevent misuse?

In cases where information about race, sex, or other protected characteristics must be gathered to identify and prevent bias or to specifically benefit marginalized communities, that information must be gathered with the full knowledge and consent of the individuals. In addition, the use of that information must be strictly limited to the specific purpose for which it was collected and it must not be shared with other parties for any other purpose.

- EPIC FTC Comments on Commercial Surveillance
  o Data Minimization (p. 30)
  o Automated Decision-Making Systems (p. 67)
  o Discrimination (p. 109)
  o Notice and Transparency (p. 152)
  o Dark Patterns & Digital Deception (p. 216)

**Solutions**

5. What are the principles that should guide the Administration in addressing disproportionate harms experienced by underserved or marginalized groups due to commercial data collection, processing, and sharing?

a. Are these principles reflected in any legislative proposals? If so, what are those proposals and how might they be improved?

*Principles like data minimization, transparency, accuracy, and fairness are reflected in federal and state level proposals, including the Facial Recognition Moratorium, Algorithmic Accountability Act, ADPPA and various state data protection laws. Centering these principles can address the disproportionate harms that marginalized groups face in the current commercial surveillance environment.*

- ADPPA §207
- Algorithmic Accountability Act
- Facial Recognition Moratorium

b. What kinds of protections might be appropriate to protect children and teens from data abuses? How might such protections appropriately address the differing developmental and informational needs of younger and older children? Are there any existing proposals that merit particular attention?

*A robust data minimization framework is necessary to protect minors from data abuses online. In particular, personal data of minors should only be collected, processed, or*
transferred where strictly necessary. Other protections include a ban on targeted advertising and evidence-based policymaking that considers the unique harms that minors face online.

- EPIC FTC Comments on Commercial Surveillance
  - Data Minimization (p. 30)
  - Privacy of Minors (p. 167)

c. What kinds of protections might be appropriate to protect older adults from exploitative uses of their data?

*Older adults can face exploitation, fraud, and bias online. Where consent is required for data collection or automated decision-making systems, the consent mechanism should be in plain language that all individuals—including older adults—can understand. Oversight is necessary to combat discrimination in automated decision-making systems, as these systems can be based on biased data sets that exclude older adults. Finally, older adults deserve protection against data brokers that compile lists or information about older adults that are vulnerable to fraud or exploitation.*

- AARP FTC Comments on Commercial Surveillance28
- *Data Brokers, Elder Fraud, and Justice Department Investigations*29

d. In considering equity-focused approaches to privacy reforms, how should legislators, regulators, and other stakeholders approach purpose limitations, data minimization, and data retention and deletion practices?

*Overcollection and misuse of personal information harms millions of consumers. Legislators and regulators should center data minimization as an equity-focused approach to address these issues. A business should not collect, use, retain or transfer a consumer’s personal information beyond what is reasonably necessary and proportionate to achieve the primary purpose for which it was collected, which must be consistent with consumer expectations and the context in which the data was collected.*

- EPIC FTC Comments on Commercial Surveillance
  - Data Minimization (p. 30)

e. Considering resources, strategic prioritization, legal capacities and constraints, and other factors, what can federal agencies currently do to better address harmful data collection

---

practices, particularly the impact of those practices on underserved or marginalized groups? What other executive actions might be taken, such as issuing executive orders?

*Federal agencies can consider procurement rules, data storage and privacy technologies, and enforcement actions to address harmful data collection and storage practices.*

- EPIC FTC Comments on Commercial Surveillance
  - The FTC’s Authority (p. 12)
- EPIC: What the FTC Could be Doing (But Isn’t) To Protect Privacy

6. What other actions could be taken in response to the problems outlined in this Request for Comment include?

c. What roles should third-party audits and transparency reporting play in public policy responses to harmful data collection and processing, particularly in alleviating harms that are predominantly or disproportionately experienced by marginalized communities? What priorities and constraints should such mechanisms be guided by? What are the limitations of those mechanisms? What are some concrete examples that can demonstrate their efficacy or limits?

*Third-party audits and impact assessments are important tools to evaluate and address harms of commercial surveillance and automated decision-making systems. However, reliance on notice and choice mechanisms and deference to industry-backed self-regulation have failed to blunt the impact of harmful data collection. Third party-audits and impact assessments should be paired with meaningful limits on data collection and requirements that automated-decision making systems not be used without first demonstrating that they are effective, accurate and free from impermissible bias.*

- EPIC FTC Comments on Commercial Surveillance
  - Data Minimization (p. 30)
  - Automated Decision-Making Systems (p. 67)
  - Notice and Transparency (p. 152)
- Canadian Algorithmic Assessment Tool

---


• Washington State Senate Bill 5116\(^{33}\)

d. What role could design choices concerning the function, accessibility, description, and other components of consumer technologies play in creating or enabling privacy harms, particularly disproportionately experienced by marginalized communities? What role might design play in alleviating harms caused by discriminatory or privacy-invasive data practices?

*Deceptive design tactics have become increasingly sophisticated, manipulating users and causing harm by undermining consumer autonomy and subverting privacy choices. With respect to the privacy of minors, California has enacted the Age Appropriate Design Code, and other states have introduced similar bills addressing privacy and autonomy harms to minors online.*

• EPIC FTC Comments on Commercial Surveillance  
  o Dark Patterns & Digital Deception (p. 216)  

• California Age-Appropriate Design Code\(^{34}\)

e. What role should industry-developed codes of conduct play in public policy responses to harmful data collection and processing and the disproportionate harms experienced by marginalized communities? What are the limitations of such codes?

*Self-regulation has failed to meaningfully protect and address the impact of harmful data collection. Notice and choice mechanisms are particularly ineffective; the burden should not be on consumers to avoid harms in an increasingly complex data collection and processing ecosystem. Instead of relying on ineffective self-regulation, NTIA should encourage a data minimization framework in line with reasonable expectation of consumers, addressing overcollection and out-of-context secondary uses of personal data.*

• EPIC FTC Comments on Commercial Surveillance  
  o Data Minimization (p. 30)  
  o Notice and Transparency (p. 152)

f. How can Congress and federal agencies that legislate, regulate, adjudicate, advise on, or enforce requirements regarding matters involving privacy, equity, and civil rights better


attract, empower, and retain technological experts, particularly experts belonging to marginalized communities? Are there any best practices that should be emulated?

*Government should focus its resources on oversight, enforcing uniform standards and requirements to address the privacy, equity and civil rights issues stemming from commercial surveillance.*

- EPIC FTC Comments on Commercial Surveillance
  - Data Minimization (p. 30)
  - Automated Decision-Making Systems (p. 67)
- EPIC Comments on the National Security Commission on Artificial Intelligence AI

**CONCLUSION**

We applaud NIST’s attention to technology and business practices that disparately impact marginalized and historically excluded communities, and we hope that these comments have assisted in identifying harms and proposing steps to mitigate them in the future. In particular, we note that (i) the NTIA should encourage specific requirements, such as mandating oversight and implementing data minimization standards, rather than allowing for industry self-regulation that does not adequately address the listed harms; (ii) the onus to avoid harms cannot rest on consumers; and (iii) transparency (including algorithmic transparency and mandatory risk and impact assessments) is a key component of meaningful oversight. We look forward to NIST’s report on these matters.

Respectfully Submitted,

/s/ Suzanne Bernstein  
Suzanne Bernstein  
EPIC Law Fellow
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EPIC Senior Counsel &  
Global Privacy Counsel
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