The Electronic Privacy Information Center (EPIC) and the American Civil Liberties Union (ACLU) submit these comments in response to the National Institute of Standards and Technologies’ (NIST) draft Digital Identity Guidelines for Enrollment and Identity Proofing.¹ The updated guidelines provide technical standards for three levels of “identity assurance” to be used across the federal government and for the first time explicitly incorporates equity concerns.

EPIC is a public interest research center in Washington, DC established in 1994 to focus on public attention on emerging civil liberties issues and to secure the fundamental right to privacy in the digital age for all people through advocacy, research, and litigation. EPIC works to protect privacy by advocating for strong, privacy protective standards when individuals interact with government agencies, including identity verification.²
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¹ Available at: https://csrc.nist.gov/publications/detail/sp/800-63/4/draft.
For more than 100 years, the ACLU has been our nation’s guardian of liberty, working in courts, legislatures, and communities to defend and preserve the individual rights and liberties that the Constitution and the laws of the United States guarantee everyone in this country. The ACLU takes up the toughest civil liberties cases and issues to defend all people from government abuse and overreach. The ACLU is a nationwide organization that fights tirelessly in all 50 states, Puerto Rico, and Washington, D.C., for the principle that every individual’s rights must be protected equally under the law, regardless of race, religion, gender, sexual orientation, disability, or national origin.

As was laid bare during the COVID-19 pandemic, identity verification systems that fail to properly address equity concerns can create potentially insurmountable barriers to people accessing essential government services. During the height of the pandemic, state workforce agencies rapidly adopted ID.me’s identity verification system, purportedly NIST SP 800-63 IAL2 compliant, without providing for meaningful alternatives, requiring unemployment insurance applicants to upload government documents and snap selfies for facial recognition comparison or wait in hours-long online queues for trusted referees when automated processes failed. For the many people who are on the wrong side of the digital divide -- disproportionately Black, Latinx, Indigenous people and those with disabilities and/or rural households – and who lacked access to smartphones with cameras, reliable internet service, or who simply were less familiar with how to use a complex technology, the adoption of ID.me resulted in an inability to access government benefits when they needed them the most. Moreover, facial recognition technology generally has differential error rates by race and


4 Corin Faife, Feds are still using ID.me to scan your face — and its human reviewers can’t keep up, The Verge (Feb. 11, 2022), https://www.theverge.com/2022/2/11/22928082/id-me-irs-facial-recognition-overworked-employees.
gender, further exacerbating the potential disparate impact of digital identity verification systems that employ it.

We urge NIST to modify the draft guidelines to 1) depreciate repeat, remote collections of biometric information, 2) remove the social security number as a valid attribute for identity verification and invest in alternatives 3) evaluate W3C Verifiable Credentials as a technical standard to improve remote identity verification, 4) target fraud prevention controls towards large-scale attacks and de-prioritize fraud prevention that creates barriers to claiming benefits, and 5) to further strengthen steps to address equity concerns by requiring agencies to provide multiple options for identity verification and other measures.

**Background**

NIST’s Digital Identity Guidelines provide federal agencies with voluntary technical standards and systems for when an agency wants to confirm that an individual is who they say they are. That process is called “identity proofing.” Identity proofing is substantially more complex in the remote/online context because verification requires proof that a) there is a real person behind the computer and b) that the credentials presented remotely are valid. NIST provides for three Identity Assurance Levels (IALs) corresponding with the level of confidence required by the agency. Each IAL comes with a set of technical standards and recommended processes. State agencies also consult NIST’s Guidelines, so the process NIST sets out for determining the right identity assurance level and the standards NIST suggests have a widespread impact on identity proofing in the U.S. In the latest version of the Guidelines, NIST makes several substantial changes to the Institute’s overall approach to identity proofing in order to promote systems that are more equitable, less dependent on face recognition, and more resilient against fraud.

First, NIST introduces the goal to “Advance Equity” in risk management and specifically instructs agencies to account for the impact of identity proofing processes “to individuals and
communities … including challenges to providing services to all people who are eligible for and entitled to them”.

The equity considerations NIST proposes include requiring trusted referees and allowing for applicant references to vouch for individuals who lack certain documents, requiring equity assessments, and providing alternative infrastructure for individuals excluded by biometric systems. This is an important step in the right direction.

Second, NIST seeks to “Emphasize Optionality and Choice for Consumers” by providing alternatives to identity proofing methods that require facial recognition technology. As the leading experts on bias and error in facial recognition systems, NIST is well positioned to recognize the myriad harms from facial recognition technology. NIST’s decision to provide for alternatives for facial recognition and endorse “the need for digital identity services to support multiple authenticator options” is also a meaningful step towards accounting for those harms and improving access to government benefits.

Third, NIST aims to introduce new fraud prevention measures and update its risk assessments to account for new forms of cyber attacks. This includes for the first time considering accepting mobile drivers licenses or verifiable credentials for identity proofing. NIST also approves new anti-phishing tools and automated attack prevention tools like bot detection, behavioral
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analytics, and traffic analysis.\footnote{Id. at 26.} Finally, NIST undertakes general updates to the identity assurance levels, federation assurance levels, and other changes.

I. **NIST should depreciate repeat, remote collection of biometric data for identity proofing.**

The draft guidelines take the first steps reducing the collection of biometric information by making it optional for IAL2, which is widely used across the federal government. It is important for NIST’s draft guidelines to counsel agencies against remote facial recognition systems for several reasons. First, NIST is rightly concerned with the use of facial recognition techniques, which have been shown to generate biased results, making government identity proofing systems inequitable. Second, biometrics are poised to become increasingly weak guarantors of identity as the development of artificial intelligence makes it easier to spoof systems. NIST should embrace a strategy that moves away from remote and repeat biometric collection in favor of on-device biometric verification and robust in-person or live-help alternatives.

a. **Biometrics are likely to become an increasingly weak form of identity verification.**

Machine learning and generative AI are quickly creating a world where spoofing face and voice biometrics will be all too easy. The presence of these technologies requires escalating countermeasures, like the rapid spread of facial liveness testing, that increase barriers for individuals to access services.

Generative AI is already causing problems with fake images that are difficult to identify and voice imposters. Recently, a deepfake image of Pope Francis in a full-length Balenciaga puffy coat made news internationally for its realistic feel.\footnote{See e.g. Kalley Huang, *Why Pope Francis Is the Star of A.I.-Generated Photos*, N.Y. Times (Apr. 8, 2023),} The celebrity deepfakes trend underscores a growing threat vector for digital identity fraud, using generative AI to fake identity. In 2021, a study...
found that common deepfake methods called generative adversarial networks (GANs) could trick advanced facial recognition systems. In the study, deepfakes were able to pass facial recognition systems 85 to 95 percent of the time.  As generative AI improves, facial recognition will become increasingly susceptible to attack, suggesting that using facial recognition as the basis for remote identity verification is not a sustainable practice.

Voice biometrics are subject to similar, even simpler attacks. Earlier this year, journalist Joseph Cox was able to break into his own bank account using an AI-generated voiceprint. Another journalist was able to fool an Australian government agency voiceprint system with generative AI earlier this year. And while voiceprints do not play a role in most current federal identity proofing, at least some agencies are exploring voiceprint identification. ICE’s Alternatives to Detention program uses voiceprint recognition to verify the identity of migrants enrolled during regular check ins. Outside of the federal government, voiceprint verification has spread rapidly in the last few years, especially in the banking industry. Lawsuits over non-consensual use of voiceprint verification have also multiplied. NIST should be aware of the trend in voiceprint biometrics and proactively engage to counsel agencies to avoid voiceprint biometrics.
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Existing weaknesses in facial recognition have pushed identity verification providers to institute facial liveness testing in addition to facial recognition. But facial liveness is an untested technology with no existing standards and has not been subjected to bias testing comparable to NIST’s FRVT testing for facial recognition. At least some facial liveness products appear to have demonstrable biases, struggling to identify Black and Indigenous faces. The CBP One app rolled out for asylum seekers on the southern border includes a facial liveness test. Both migrants and immigrant-rights workers have documented a higher error rate for Black and Indigenous faces, especially when used in non-ideal lighting conditions.19 Both Id.me and CBP One use iProov’s facial liveness testing.20

The rise of facial liveness demonstrates that biometric verification will become increasingly complex and may end up in an arms race between new biometric technologies and generative AI spoofs. Such a race is not compatible with good government policy because constantly updating standards to introduce new technologies alienates users and creates additional barriers to access services. Similarly, introducing new and untested technologies will always create the risks of bias and error in new systems. Remote, repeat biometric collection is not a good future-proof model for identity verification.

b. Biometric collection enables more comprehensive surveillance.

The unnecessary expansion of biometric collection and use can lead to the loss of individual rights and freedoms. For example, the expansion of certain modalities, like DNA testing and facial recognition services, can cause increased risks of oppression and exploitation.21 A person’s right to
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privacy, even in public spaces, is protected by the First and Fourth Amendment.\textsuperscript{22} The more biometric information is collected, and exposed to government abuse or data breach, the less privacy individuals will have in public. NIST’s steps to make biometric verification option for IAL2 are an important start towards a better identity system that will not enable more surveillance.

II. NIST should further depreciate the SSN as an acceptable attribute for identity verification.

The draft guidance, in line with years of federal policy, depreciates the practice of collecting Social Security Numbers (SSNs) or using them as proof of identity. Current OMB guidance and White House policy dating back to 2007 both instruct federal agencies to minimize collection and storage of SSNs. However, the current guidance § 8.1.1 continues to allow the collection of SSNs for identity proofing. NIST suggests valid pragmatic steps to reduce the risk of identity theft when agencies store SSN data, and rightly identifies that storing SSNs on third-party systems is a high-risk behavior. And yet, using the SSN is unfortunately still commonplace among many agencies’ identity proofing processes. NIST’s guidance should not accept the SSN as a valid attribute for identity verification. NIST should take further steps to move agencies away from collecting SSNs as part of the identity proofing process by proposing standards and systems that use individual agency identification numbers.

The SSN is a weak signifier of identity, and using the SSN in identity proofing creates substantial risks of fraud and identity theft. Data breaches involving SSNs are so common that the SSN has lost much of its value as a signifier that the person providing their social security number is not an imposter. The 2017 Equifax data breach alone exposed the SSNs of more than 145 million Americans.\textsuperscript{23} For years, security experts have warned that virtually every person with a SSN has had
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their number compromised at least once, and that everyone should act as if their SSN has been stolen. The federal government recognized as early as 2007 that agencies collecting SSNs posed a threat and specifically instructed agencies to a) eliminate unnecessary use of SSNs and b) explore alternatives to the SSN.

However, agencies have not made enough progress in reducing or eliminating use of the SSN to validate identity. In 2017 the Government Accountability Office (GAO) surveyed federal agencies collecting SSNs, finding that 22 agencies used the SSN in the provision of benefits and services. The GAO issued five recommendations to the Office of Management and Budget to harmonize federal policy and meaningfully reduce how often agencies collect SSNs. As of 2021, OMB could not confirm that it had implemented any of the GAO’s recommendations. In short, agencies are repeatedly failing to act to remove the SSN from identity proofing. NIST can play a substantial role in remedying that failure and should act through these guidelines to remove the SSN as a valid form of identity verification.

NIST should consider unique agency-issued identifiers and other alternatives to the SSN. DHS’s Science and Technology Directorate is already engaged in developing technology for the agency to issue “a globally unique, meaningless and verifiable identifier to be issued to

---


27 *Id.*
individuals.”

A unique agency identifier would reduce the potential harms caused by a data breach, preventing identity theft. The same technology could also limit the potential for surveillance within the federal government and provide individuals more privacy when applying for benefits.

**III. NIST should evaluate W3C Verifiable Credentials for remote identity verification.**

*The Draft Guidelines ask about the potential for mobile drivers’ licenses or verifiable credentials in remote identity verification.*

The federal government does not have any universal standard for asserting a digital identity in place today. The two most commonly discussed digital identity standards are ISO/IEC mobile drivers licenses (mDLs)\(^{29}\) and W3C Verifiable Credentials (VCs).\(^{30}\) If NIST endorses a technical standard for remote identity verification, that standard should provide the individual with the greatest possible control over their information and the most robust privacy protections. EPIC and the ACLU recommend that NIST rigorously review the W3C Verifiable Credentials standard to determine if the standard is a good fit for agencies’ identity verification needs and to ensure that the standard adequately protects privacy.

Currently, different components within the Department of Homeland Security (DHS) are working on implementing both mDLs and Verifiable Credentials in different applications. The Transportation Security Administration (TSA) is currently piloting mDLs issued by several states at select checkpoints in the U.S.\(^{31}\) Meanwhile U.S. Citizenship and Immigration Services, another DHS
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\(^{31}\) TSA, *When will the phased digital ID rollout start? Which airports/states will be first in line for this new technology?*, tsa.gov (last accessed Apr. 8, 2023), [https://www.tsa.gov/travel/frequently-asked-questions/when-will-phased-digital-id-rollout-start-which-airports-states](https://www.tsa.gov/travel/frequently-asked-questions/when-will-phased-digital-id-rollout-start-which-airports-states).
component, is developing a digital version of green cards enabled by W3C Verifiable Credentials.\textsuperscript{32}

For more on the promise and potential flaws with digital credentials, see the ACLU’s report on Digital Drivers’ Licenses.\textsuperscript{33}

Further, the best design for a universal digital identity system would allow for privacy-preserving authentication, i.e. would be compatible with anonymous credentials. \textsuperscript{34} W3C Verifiable Credentials are compatible with anonymous credentialing. Anonymous credentials would, for example, allow a federal employee to convince a verifier that the employee has a security clearance, without revealing any other information. The same system would allow someone presenting a mobile drivers’ license at a liquor store to transmit only the information that the person is over the age of 21, and eligible to buy alcohol. In particular, anonymous credentials would prevent the identification from leaving behind a persistent identifier that would allow to link the individual to another authentication instance. This both safeguards the personal privacy of the person (so that even prying verifiers cannot trace this employee across many transactions) and in government applications, protects the government's secrets.

\textsuperscript{32} DHS Science and Technology Directorate, DHS Implementation Profile of W3C VCs and W3C DIDs (presentation), W3 (Sept. 29, 2022), \url{https://lists.w3.org/Archives/Public/public-credentials/2022Sep/att-0253/DHS_W3C_VC-DID.Implementation.Profile-20220929-SHARE.pdf}.


IV. NIST should limit fraud prevention to addressing large-scale attacks and specifically avoid tools that impose high barriers to claiming benefits.

The Draft Guidelines request feedback on both fraud checks and fraud prevention techniques, including questions about fraud analytics, risk scoring, and privacy and equity concerns.\textsuperscript{35}

Fraud prevention is an important element of any identity proofing scheme, but frequently poses an unnecessary barrier to individuals claiming benefits. The harms of poorly designed fraud prevention technologies fall hardest upon marginalized groups including Black and Brown communities, immigrants, low-income individuals, the elderly, and people living in rural areas. The touchstone for fraud prevention tools should be equity. Tools that exhibit bias or a propensity for error should not be used, even if they claim to be highly effective. As a baseline rule, fraud prevention tools targeted at catching large scale attacks are less likely to harm individuals than tools for risk-scoring and back-end matching programs. NIST should also be careful to analyze any behavioral analysis tools for privacy risks and equity concerns.

Behavioral analysis for online fraud monitoring is one tool that NIST should study intensively before suggesting as an option, much less requiring for identity proofing. Such analysis has the potential to become behavioral surveillance. Tracking how individuals use computers risks revealing users’ medical information. At least one study used mouse movements to identify mild cognitive impairments associated with Alzheimer’s disease as an early diagnosis tool.\textsuperscript{36} Behavioral monitoring is also likely to capture information about individuals with disabilities, including people who are blind, individuals with limited vision, and those with neuromuscular conditions. For example, mouse movements have been used to screen for Parkinson’s disease and similar
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conditions.\textsuperscript{37} Internet users with disabilities may also be disproportionately flagged by poorly designed fraud monitoring tools because their behavioral patterns will differ from abled users.

Behavioral analysis creates an additional risk of harm that must be accounted for. For the federal government, behavioral analysis is often run through third-party contractors like LexisNexis, creating more privacy concerns when data is housed in multiple locations and made available to data brokers.\textsuperscript{38}

Finally, risk scoring by algorithm is prone to errors and bias that must be accounted for. NIST should clearly articulate that risk scoring is not a technology ready for prime-time, and that algorithmic risk scoring may never be sufficiently unbiased to be worth the risk. Rigorous algorithmic impact assessments can detect the presence of bias and likelihood for errors, but not eliminate them. For a thorough treatment of the harms associated with algorithmic scoring, see EPIC’s Screening and Scoring Project\textsuperscript{39} and our recent report, \textit{Screened and Scored in D.C.}\textsuperscript{40}

NIST should subject any scoring algorithms, internal or external, to an intensive algorithmic impact assessment and provide an avenue of appeal when accounts are flagged as fraudulent. If an account is flagged but individuals do not understand why they are denied access to government websites and given a means to appeal, the government risks preventing individuals access to vital government benefits and entrenching discriminatory patterns.

Moreover, at minimum, NIST should revise the Draft Guidelines to require equity assessments for fraud mitigation measures. The draft framework states that where CSPs chooses to


\textsuperscript{39} https://epic.org/issues/ai/screening-scoring/.

\textsuperscript{40} Thomas McBrien et al., \textit{Screened and Scored in the District of Columbia}, EPIC (Nov. 2022), https://epic.org/screened-scored-in-dc/.
employ fraud mitigation measures such as “examining the device characteristics of the applicant [and] evaluating behavioral characteristics”, they must conduct a privacy risk assessment for such measures. NIST should also require equity assessments for fraud mitigation measures. To the extent that fraud mitigation measures are based on discriminatory data and assumptions, there is an enormous danger that legitimate claimants from marginalized communities will be incorrectly flagged for fraud.

V. NIST should take stronger steps to address equity.

EPIC and the ACLU wholeheartedly support NIST’s incorporation of equity considerations into its draft digital identity framework, including through mandating assessments of potential inequity in “access, treatment, or outcomes” as part of the risk assessment process (800-63A-4 sec 5.1.3); requiring adherence to minimum performance metrics of biometric systems, including similarity of performance across different demographic groups, and independent, publicly available assessments of systems in conditions similar to real world uses (800-63A-4 sec 5.1.8); and adopting options for remote identity proofing at Identity Assurance Level 2 that do not involve facial recognition (800-63A-4 sec 5.4.4.1).

It is also a critical step forward that NIST’s proposal includes requiring consideration of privacy, equity and usability in selecting assurance levels (800-63-4 section 5), as there is a risk that agencies will begin to default to the most strict levels of assurance. A lower assurance level or even forgoing strict identity verification protocols may be appropriate for a host of online interactions, and government agencies must be mindful of balancing any legitimate concerns about fraud with the need to ensure timely and meaningful access to services and benefits for eligible individuals.
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EPIC and the ACLU provide the following recommendations for further strengthening the equity protections in NIST’s draft digital identity framework:

a. **Optionality should be mandatory, not just recommended.**

In its “Note to Reviewers,” NIST states that the “draft seeks to…Emphasize Optionality and Choice for Consumers.” Optionality is critical to ensuring accessibility and equity, as solutions that may increase accessibility for some people may be less accessible for others. Yet the draft does not mandate that CSPs and organizations provide people options for methods to verify their identity, and instead merely state that “[t]o the extent practical, CSPs and organizations SHOULD enable optionality.” (800-63-4 and 800-63A-4, sec 4). Given the importance of optionality to promoting “access for those with different means, capabilities, and technology access,” id., NIST should revise the framework to state that CSPs and organizations “SHALL” provide for optionality.

b. **Clarify the need to directly consult with impacted individuals and communities in assessing equity.**

The draft helpfully includes numerous stages at which potential disparities and harms to individuals must be considered, from assurance level selection and system design through reassessments after implementation. The framework does not, however, provide sufficient clarity as to how such disparities and harms may be identified, and critically fails to mandate or even sufficiently encourage consultation with the individuals and communities that will be using these systems, the people who have the greatest expertise in identifying the ways that these systems can fail. NIST should make clear that CSPs and organizations must engage with impacted communities and users in order to effectively identify potential barriers and harms as well as possible solutions.

c. **Clarify rules around expired documentation for fair evidence.**

The draft provides that fair evidence can include documentation that has expired within the last 6 months, yet elsewhere, the draft states that “[e]vidence at all levels of strength must be current
and unexpired.” (Compare 800-63A-4 section 4.3.3 with 4.3.3.1). Flexibility in allowing for the use of expired documentation is useful in increasing accessibility, as various systemic inequities such as burdensome and expensive documentation requirements can create disparities in who is able to maintain updated documentation.\textsuperscript{42} NIST should clarify that fair evidence includes recently expired documentation and should consider expanding the ability to use expired documentation as evidence of identity. Maintaining up-to-date drivers’ licenses and passports requires time and resources that poor and marginalized communities are less likely to possess. NIST should recognize that requiring unexpired documentation creates a burden that will fall more heavily on marginalized communities and does not provide substantial benefits for security or confidence in identity verification.

d. \textit{Clarify that agencies relying on third-party CSPs must conduct their own equity assessments.}

Where agencies use a third-party CSP, the framework states that “the agency SHALL be responsible for conducting its own privacy risk assessments or doing due diligence before relying on the CSP’s privacy risk assessment as part of its PIA process,” but agencies “SHALL incorporate the CSP’s assessment of equity risks into its own assessment of equity risks” (800-63A-4 sec. 5.1.5.8-9). This formulation makes it unclear to what extent agencies are required to do their own due diligence with respect to equity. NIST should make clear that while agencies should require CSPs to conduct equity assessments, agencies themselves have an obligation to assess equity harms and conduct due diligence on third party equity assessments.

e. \textit{Require that performance metrics be broken down by demographics.}

NIST has required that face recognition algorithms meet certain performance metrics — that only one in 10,000 comparisons result in a false match, and that only one in 100 comparisons result

\textsuperscript{42} Movement Advancement Project, \textit{The ID Divide: How Barriers to ID Impact Different Communities and Affect Us All} (Nov, 2022), \url{https://www.mapresearch.org/file/MAP-Identity-Documents-report-2022.pdf}. 
in a false non-match. These lopsided benchmarks would institutionalize a prioritization of security interests over the interest in not creating access barriers for individuals who are falsely non-matched. In addition, NIST should require that performance metrics be broken down by demographics, and not solely the population as a whole, which risks hiding demographic differentials in false matches and non-matches.
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Conclusion

EPIC and the ACLU applaud NIST’s leadership in publishing guidelines on digital identity that are a crucial resource for government agencies implementing identity verification systems. 1) depreciate repeat, remote collections of biometric information, 2) remove the social security number as a valid attribute for identity verification and invest in alternatives 3) evaluate W3C Verifiable Credentials as a technical standard to improve remote identity verification, 4) target fraud prevention controls towards large-scale attacks and de-prioritize fraud prevention that creates barriers to claiming benefit, and 5) to further strengthen steps to address equity concerns by requiring agencies to provide multiple options for identity verification and other measures. For further questions, please contact EPIC Counsel Jake Wiener at wiener@epic.org and ACLU Senior Policy Analyst Jay Stanley at jstanley@aclu.org or Olga Akselrod, ACLU Senior Staff Attorney at oakselrod@aclu.org.
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