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Docket No. OMB-2023-0020

RE: Request for Comments: Advancing Governance, Innovation, and Risk Management for Agency Use of Artificial Intelligence Draft Memorandum

The American Civil Liberties Union writes in response to the Request for Comment published by the Office of Management and Budget (OMB) on its draft memorandum on “Advancing Governance, Innovation, and Risk Management for Agency Use of Artificial Intelligence”¹ (Draft Memorandum). These comments highlight the many provisions of the Draft Memorandum that would meaningfully preserve and advance civil rights and civil liberties and presents recommendations on where the Draft Memorandum may be strengthened. These comments urge OMB to:

- Clarify and broaden the scope of the Draft Memorandum by reemphasizing its application to law enforcement and immigration agencies, reconsidering the exclusion of national security systems and intelligence agencies, clarifying its application to less-advanced systems, and extending its applicability to federally funded programs;
- Maintain or expand the scope of AI uses cases that are presumed to be rights-impacting;
- Maintain the strength of key minimum practices while bolstering others, including by cabining agency discretion to waive or otherwise avoid the Draft Memorandum’s requirements, bolstering notice provisions, and ensuring that community feedback mechanisms are equitable and approachable.

I. OMB Should Clarify and Broaden the Scope of the Draft Memorandum to Encompass Critical AI Use Cases

A. OMB Should Adopt the Proposed Definition of “Covered Agencies” and Clarify that It Includes Law Enforcement and Immigration

OMB should retain the Draft Memorandum’s broad definition of “covered agencies.” The Draft Memorandum proposes to apply to any “agency” as defined in 44 U.S.C. § 3502(1). That definition is appropriately broad. The AI revolution is already affecting all aspects of life, including commerce, finance, education, employment, governmental benefits, healthcare, and more. The definition of “agency” in § 3502 is commensurate to the broad sweep of AI—and the challenges it brings, encompassing “any executive department, military department, Government

corporation, Government controlled corporation, or other establishment in the executive branch of the Government.”

In the final draft of the memorandum, OMB should emphasize that this definition encompasses law enforcement, immigration, and similar agencies. Uses of AI in those agencies have a pronounced impact on rights and safety. Law enforcement agencies across the country have deployed algorithmic systems such as facial recognition technology and predictive policing systems, often with harmful results. For example, facial recognition algorithms have been shown to have higher false match rates when used to try to identify people of color. To date, there are at least six known cases of Black people being wrongfully arrested and jailed based on police reliance on faulty facial recognition “matches.”

A recent report by the U.S. Government Accountability Office found that of seven federal law enforcement agencies within the U.S. Department of Justice and Department of Homeland Security investigated, all seven initially used facial recognition technology “without requiring staff take facial recognition training,” and four lacked “policies or guidance specific to facial recognition technology that address civil rights and civil liberties.” Likewise, predictive policing algorithms rely on data—such as arrest rates—that has baked into it the over-surveillance and disparate policing of communities of color.

---

2 44 U.S.C. § 3502(1).
Similarly, AI and algorithmic systems have outsized impacts on individuals’ rights and safety in the immigration system. For example, since 2012, Immigration and Customs Enforcement has used an algorithmic “risk classification assessment” to help determine whether individuals should be held in detention during the pendency of removal proceedings. The algorithmic assessment, however, was tilted in favor of detention, and “over time, the assessment became a means of imposing detention in nearly all cases, instead of driving ICE to use alternatives to detention as originally intended.” More recently, immigration agencies have expanded their use of AI-powered surveillance, such as automated license plate readers, social media monitoring, facial recognition and other biometric surveillance, automated surveillance towers “capable of identifying and capturing human faces,” and data mining a vast array of public and private databases. Major data brokers provide algorithmically driven data services to


immigration agencies such as “social media surveillance, access to jail booking data, face recognition and ‘geolocation analysis & geographic mapping’ of cellphones,” including “large volume online batching” and analysis of the data.\(^{13}\)

Emphasizing that law enforcement, immigration, and related agencies fall within the Draft Memorandum’s ambit is necessary to foreclose abuse of accommodations made for law enforcement in the Draft Memorandum. For example, the Draft Memorandum advises that agencies’ inventories of AI use cases may not have to include “sensitive law enforcement”\(^{14}\) information and that immediate notice may not be practicable for individuals involved in law enforcement proceedings.\(^{15}\) It is critical the final memorandum underscore its applicability to law enforcement, immigration, and similar agencies to preclude these exceptions from swallowing the rule.

**B. OMB Should Reconsider Exceptions for National Security Systems and Intelligence Agencies**

OMB should reconsider its wholesale exclusion of national security systems and its broad carve-outs for intelligence and defense agencies in the Draft Memorandum.\(^{16}\) These AI systems may involve some of the federal government’s most consequential decisions, but OMB’s approach would allow them to continue delaying the adoption of critical safeguards. These agencies should not be categorically excluded from the basic protections contemplated by OMB. Instead, OMB’s memorandum should encompass such agencies wherever possible and permit calibration of AI requirements only for specific use cases where a modification is strictly justified by national security needs and subject to robust internal and external oversight.

The Draft Memorandum largely parallels President Biden’s recent Executive Order on “Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence”\(^{17}\) in its treatment of these systems. The Executive Order excludes “national security systems” from its requirements,\(^{18}\) and subjects those systems to a separate, future process, culminating in submission of a “National Security Memorandum on AI” to the President.\(^{19}\) Intelligence agencies—including the Office of the Director of National Intelligence, the Central Intelligence

---


\(^{14}\) Draft Memorandum at 4 n.8.

\(^{15}\) Draft Memorandum at 20 n.35.

\(^{16}\) These comments use “intelligence agencies” to refer to the agencies defined in 50 U.S.C. § 3003.


\(^{18}\) E.g., Executive Order 14110 of October 30, 2023, secs. 4.1(a)(ii), 10.1(a), 10.1(i) (excluding national security systems from various AI governance protocols).

\(^{19}\) Executive Order 14110 of October 30, 2023, sec. 4.8.
Agency, the National Security Agency, and the intelligence elements of the Federal Bureau of Investigation, the Department of Homeland Security, and the Drug Enforcement Administration—would also be subject to that future National Security Memorandum. OMB’s Draft Memorandum adopts a similar approach by exempting the intelligence agencies from AI use-case inventories and from adhering to the Draft Memorandum’s minimum risk management practices.

OMB should change its approach and avoid “national security” exceptionalism wherever possible. U.S. intelligence agencies and the military have raced to integrate AI into some of the government’s most profound decisions: who it surveils, who it adds to government watchlists, who it labels a “risk” to national security, and even who it targets using lethal weapons. In many of these areas, the deployment of AI already appears to be well underway. But the public knows almost nothing about the systems that agencies like the FBI, DHS, CIA, and National Security Agency are developing or deploying, and even less about what concrete safeguards exist to ensure fairness, equal treatment, privacy, and due process—if any.

The Draft Memorandum suggests that these agencies’ uses of AI are “governed through other policy,” but that is a significant overstatement. The policy sources it identifies are largely general statements of principles without meaningful accountability mechanisms or binding rules. For example, ODNI’s Principles for Artificial Intelligence Ethics for the Intelligence Community describes six high-level guidelines—including a commitment to be “transparent and accountable,” but the public to date has seen little evidence of either. The Defense Department recently released a toolkit “to help DoD personnel design, develop, deploy, and use AI systems responsibly,” but using the toolkit is voluntary. Overall, the intelligence and defense agencies lack specific rules and safeguards for their AI systems, as well as clear processes to implement and enforce those rules.

In addition, the elements of the National Security Memorandum mandated in the Executive Order lack the specificity of OMB’s Draft Memorandum, and there is no guarantee the

20 50 U.S.C. § 3003; Executive Order 12333 of December 4, 1981, sec. 3.5(h).
21 Executive Order 14110 of October 30, 2023, sec. 4.8(a)-(b).
22 Draft Memorandum at 3 (exempting “national security systems” from the scope of the Draft Memorandum).
23 Draft Memorandum at 4, 10 (excluding the Intelligence Community from use case inventories and minimum risk management practices).
25 See Id. at 141–54, 395–410.
26 Draft Memorandum at 3 n.6.
eventual memorandum will include meaningful protections. To fill this critical gap, OMB should—to the extent it is able—extend the Draft Memorandum’s provisions to national security systems that affect people in the United States and subject the Intelligence Community to the requirements to provide use-case inventories, subject to a strict declassification review process, and adhere to minimum risk-management practices.

A careful reading of the Executive Order and the Advancing American AI Act reveals that OMB is not precluded, at the very least, from extending the minimum risk-management practices to intelligence and defense agency uses of AI that are not “national security systems.” Although the Advancing American AI Act does not mention “national security systems,” the Executive Order exempts those systems from the scope of OMB’s final memorandum.29 The Executive Order does not, however, exclude intelligence and defense agencies wholesale.

Moreover, although the Advancing American AI Act does exclude some agencies from its provisions, those exclusions apply only to the Act’s use case inventories. The Act excludes intelligence agencies from its provisions generally,30 but nothing in that Act expressly exempts intelligence agencies from the minimum risk-management practices. In addition, the Act’s exclusion of defense agencies is expressly limited to the use-case inventories,31 and the minimum practices are still applicable, which the Draft memorandum acknowledges.32 It may also be permissible to extend other provisions in the Draft Memorandum to intelligence and defense agencies.

To the extent that OMB is precluded by either the Executive Order or statutory law from mandating protections for national security systems or intelligence and defense agencies, we urge the President and Congress to revisit those limitations. Regardless, to ensure accountability, OMB should require all agencies to identify which AI systems they believe qualify as “national security systems” and the basis for that determination, given the potential misuse of this label to shield AI systems deployed for purposes such as ordinary law enforcement and immigration.

C. OMB Should Clarify that “Covered AI” Includes Less Advanced Algorithmic Systems

Although the definition of “artificial intelligence” adopted by the Draft Memorandum33 is capacious enough to accommodate many automated, computerized processes already in place,

29 Executive Order 14110 of October 30, 2023, secs. 10.1(b)(iv), 10.1(i).
31 Id. § 7225(d).
32 Draft Memorandum at 5.
33 Draft Memorandum at 22 (artificial intelligence means an “artificial system” that meets one of five prongs, including “perform[ing] tasks under varying and unpredictable circumstances without significant human oversight,” “solv[ing] tasks requiring human-like perception [or] cognition,” “think[ing] or act[ing] like a human,” “approximat[ing] a cognitive task,” or “act[ing] rationally.”
OMB should clarify in the final draft of the memorandum that less sophisticated algorithmic decision-making is within the scope of the guidance. In particular, OMB should clarify that systems that rely on or are derived from statistical modeling are covered by the memorandum.

That clarification is crucial because many critical, rights-impacting governmental functions are already being carried out by algorithmic systems that are derived from statistical modeling and may fall short of popular depictions of “artificial intelligence.” For example, a litigator with the ACLU’s Idaho affiliate recently testified before a U.S. Senate Committee about his experience challenging black-box algorithms used by Idaho to determine individuals’ Medicaid benefits. The algorithmic system reduced or denied benefits—sometimes by more than 30 percent—without explanation. The algorithmic system was implemented without notice, and the State of Idaho and its private vendor attempted to hide its functioning behind trade secrets claims. The ACLU of Idaho eventually prevailed in court and learned that Idaho’s system was “a set of formulas in a fairly basic Microsoft Excel spreadsheet,” which computed each person’s benefits in “hidden cells,” leaving state officials unable to explain how or why it reached its benefits determinations. Despite its outsized impact on individuals’ rights, Idaho’s algorithmic system lacked critical safeguards, based on underlying models that “Department staff had just brainstormed,” but “never validated, standardized, or audited the instrument.”

Similarly, the PATTERN risk assessment developed by the U.S. Department of Justice is used to inform programming and release decisions for individuals incarcerated in federal facilities. PATTERN scores can be calculated by adding up whole numbers based on roughly a dozen pieces of information about a person, and these scores may be calculated using paper-based forms or processes. While a tool like PATTERN may appear to be simple, the tool was developed using statistical modeling techniques, including “machine learning boosted regression...
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procedures,“⁴¹ and it is used in ways that, like seemingly more complex AI systems, raise serious concerns about transparency, accuracy, and fairness.⁴²

Algorithmic systems like PATTERN and the tools used in Idaho are likely pervasive,⁴³ and their harms are exactly the harms the Draft Memorandum is meant to address. Excluding such rudimentary systems would significantly undermine the memorandum’s efficacy. Importantly, the Draft Memorandum’s definition of “artificial intelligence” can be read to encompass such algorithmic systems—for example, as a “set of techniques . . . that is designed to approximate a cognitive task.”⁴⁴ OMB should clarify that this language should be interpreted to include such systems that rely on statistical modeling, especially given that many of the definition’s prongs seem to focus on advanced and emerging AI technologies such as those that “learn from experience and improve performance,” that “solve tasks requiring human-like perception [or] cognition,” or that are “designed to think or act like a human.”⁴⁵

More generally, the definition hinges on terms—like “human-like perception, “act rationally,” “cognitive task,” and “embodied robot,” among others—that lack clear definitions in AI research or policy communities.⁴⁶ In addition, the structure of the definition, where AI systems are described as designed to “act like…human[s],” “act rationally,” “achieve goals,” or “perform tasks,” employs a type of AI anthropomorphism that may obscure the roles and responsibilities of human decision-makers who make critical decisions shaping the design and deployment of AI systems, including deciding whether the systems are built or used in the first place.⁴⁷ Efforts to regulate government uses of AI should steer clear of definitions that may

⁴⁴ Draft Memorandum at 22.
⁴⁵ Id.
miscommunicate the capabilities of AI systems, contribute to unwarranted AI “hype,” or diminish the role of human decision-makers, and should instead focus on the concrete inputs and outputs of AI systems and the tasks such systems are used to support or complete. Absent adjustments to the definition itself, appropriate revisions and clarifications to the “technical context” for interpreting the definition, as described below, could help mitigate these issues.

OMB could significantly clarify and strengthen the scope of “covered AI” in the memorandum with appropriate edits to the “technical context” included in the Draft Memorandum for interpreting the definition of “artificial intelligence.” In addition to clarifying that systems relying on or derived from statistical modeling are considered AI for the purposes of the memo, OMB should clarify part 2 of the “technical context.” which states that “[t]his definition of AI does not include robotic process automation or other systems whose behavior is defined only by human-defined rules or that learn solely by repeating an observed practice exactly as it was conducted.” “Robotic process automation” is a term often used to describe a broad class of technologies, including systems that use or may be integrated with artificial intelligence or machine learning methods. As highlighted in a recent report about government uses of AI systems, process automation of varying complexity is often closely intertwined—and at times inextricable from—government uses of statistical modeling and AI systems. OMB should define or clarify what processes are considered “robotics process automation,” and to the extent that the language in part 2 excludes algorithmic systems such as PATTERN or those deployed in Idaho’s Medicaid benefits determinations, OMB should remove such language altogether.

OMB should also clarify part 3 of the “technical context,” which states in part that “the technical complexity of a system (e.g., the number of parameters in a model, the type of model, or the amount of data used for training purposes) is not a relevant consideration for determining whether it constitutes AI.” Information about a model’s complexity can be useful for understanding a system’s functions and impacts. If the goal of part 3 is to clarify that no system should be considered too simple to be a covered AI system under the memo due to its relative

48 Melissa Heikkilä, Unpacking the Hype Around OpenAI’s Rumored New Q* Model, MIT Technology Review (Nov. 27, 2023) (“And while it might be great PR, these hype cycles do more harm than good for the entire field by distracting people from the real, tangible problems around AI.”).
49 Draft Memorandum at 23.
50 Draft Memorandum at 23.
53 Draft Memorandum at 23.
lack of technical complexity as measured through parameter count, training data size, or related metrics, that point should be made explicitly.

D. OMB Should Extend the Draft Memorandum’s Provisions to Federally Funded Programs

The Draft Memorandum currently applies only to federal agencies—namely, any “executive department, military department, Government corporation, Government controlled corporation, or other establishment in the executive branch,” with a few enumerated exceptions.\(^54\) The scope of Draft Memorandum at the federal level is appropriately broad, and OMB should not narrow the definition of “agency” in the final memorandum. However, the Draft Memorandum appears to exclude state and local programs receiving federal assistance; this exclusion will leave many particularly dangerous uses of AI unregulated, and OMB should take steps to expand the scope of the memorandum’s applicability to federally funded programs. In addition, it is crucial that OMB ensure that the Draft Memorandum reach federal contractors and AI procured by federal agencies, which the Draft Memorandum already contemplates.\(^55\)

The exclusion of federally funded programs is particularly pernicious because federal funds may help support uses of AI with significant impacts on rights and safety. For example:

- As described, above, Idaho’s Department of Health and Welfare was employing algorithmic systems to determine benefits for federally funded Medicaid programs.\(^56\) Although the system cut some individuals’ benefits by as much as 30 percent, officials were unable to explain why determinations were reached, and litigation by ACLU of Idaho revealed that the system was implemented without meaningful safeguards.
- An ACLU and Human Rights Data Analysis Group audit of an algorithmic risk-scoring system used to inform child welfare decision-making in Allegheny County, Pennsylvania highlighted several ways in which the algorithm’s design and deployment could enable algorithmic bias.\(^57\) The risk-scoring system could potentially disproportionately flag Black families and families with disabilities for investigation. The audit highlighted the

---

\(^54\) See 44 U.S.C. § 3502(1).
\(^55\) Draft Memorandum at 21.
system’s use of existing government databases, including county child welfare, juvenile probation, and behavioral health records. Problematically, those databases reflect the lives of those who have more contact with government agencies and systems shaped by historical and ongoing discrimination—not necessarily those who pose greater “risk” to their children. Additionally, the outcome the tool predicts is the risk of child removal by the County, based on its historical practices. Because government databases, including those regarding child removal statistics, reflect systems shaped by historical and ongoing discrimination, using them to identify the characteristics of households more likely to have a child removed means selecting from a pool of factors that over-represents some groups of people and underrepresents others.

- “[C]rime-fighting grants” provided through the U.S. Department of Housing and Urban Development have been used by local housing authorities to deploy AI-powered surveillance. 58 For example, in “rural Scott County, Va., cameras equipped with facial recognition [technology] scan everyone who walks past them, looking for people barred from public housing.” 59 Numerous other uses of facial recognition and similar technology in federally funded housing have been well documented. 60 Likewise, public housing authorities may rely on algorithmically driven tenant screening, including criminal background checks used as a prerequisite for public housing, often with discriminatory effects on over-policed populations. 61

- Various federal programs such as the Department of Justice’s Community Oriented Policing Services program and the Edward Byrne Memorial Justice Assistance Grant Program, among others, 62 fund local law enforcement deployment of AI-powered surveillance. 63 These can include facial recognition technology, automated license plate

---
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readers, predictive policing, gunshot detection and social media surveillance.\textsuperscript{64} Even COVID-19 relief funds have been used for such AI-driven law enforcement technologies.\textsuperscript{65}

Excluding these use cases—and countless others—would drastically undermine the Draft Memorandum’s efficacy. President Biden’s Executive Order already recognizes the importance of reaching federally funded state and local level programs in part. For example, it requires the federal Secretary of Health and Human Services to issue a plan “addressing the use of automated or algorithmic systems in the implementation by States and localities of public benefits and services administered by the Secretary.”\textsuperscript{66}

OMB should follow the lead established by President Biden and ensure the protections in the Draft Memorandum extend to federally funded state and local programs. Recognizing that such programs can have complex administrative regimes, OMB has several options to ensure that the extension is effective. Those options might include empowering CAIOs to survey state and local use cases of AI in federally funded programs, to issue corresponding guidance, and to review rulemaking authority related to the use of AI in federally funded programs. In the final memorandum, OMB may also identify specific federally funded programs, including as illustrative examples, that should adhere to the requirements of the memorandum.

II. OMB Should Maintain or Expand the Scope of Rights-Impacting AI

Under the Draft Memorandum, covered agencies must implement minimum risk management practices for AI that impacts rights and safety, and OMB should either expand the scope of “rights-impacting AI” or—at minimum—refuse to narrow it.

In the Draft Memorandum, “rights-impacting AI” is defined as AI that has a “legal, material, or similarly significant effect” on individuals or communities across three critical groups of rights: (1) civil rights and civil liberties, including privacy, freedom of speech, voting, autonomy, and the right to be free from discrimination, excessive punishment, and unlawful surveillance; (2) equitable access to critical life opportunities that have traditionally been protected by the law—such as education, housing, credit, and employment; and, (3) access to critical resources or services—such as “healthcare, financial services, social services,


\textsuperscript{66} Executive Order 14110 of October 30, 2023, sec. 7.2(b)(i).
transportation, non-deceptive information about goods and services, and government benefits or privileges."

The definition’s broad scope is necessary to meet existing and imminent challenges as AI continues to develop at an incredible pace across governmental agencies and economic sectors. As described throughout these comments, artificial intelligence impacts individuals in numerous ways, including through various governmental uses:

- the use of AI-powered surveillance such as facial recognition technology and automated license plate readers by law enforcement;
- sophisticated AI-driven surveillance used by immigration agencies, including social media monitoring, facial recognition and other biometric surveillance, and automated surveillance towers “capable of identifying and capturing human faces”;
- the use of AI to identify “risks” to national security and for placement on government watchlists;
- automated determinations of eligibility for governmental benefits or benefits amounts;
- scoring families for investigation by child welfare agencies; and,
- algorithmic screening of tenants in public housing.

In addition, well-documented AI usage by private entities may be reflected in governmental uses as well:

- AI tools are used to recruit and source job applicants, including through targeted advertising and specialized recruitment platforms, often with discriminatory effects on women, people of color, and older individuals.

---
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• automated screening tools are used to “to filter out or rank applicants with automated resume screening based on knockout questions, keyword requirements, or specific qualifications or characteristics”;  

• targeted advertising for housing and tenant screening scores can excluded people of color, with adverse housing history, or with criminal records unrelated to their qualification for housing from being able to find housing;  

• the algorithms underlying credit scores, including emerging, alternative models, rely on historic data and consequently “bake in” existing systemic biases, resulting in in disproportionately lower scores for already marginalized populations;  

• algorithmic systems and similar technologies are used in evaluating mortgage applications and in insurance underwriting, which have been found to disproportionately deny loans to people of color;  

• some clinical decision tools used to recommend patient care have been found to have a racial bias, despite not considering race as an express input; and,  

• private and public educational institutions are deploying AI acquired from private vendors to detect student behavior captured in video surveillance or to analyze student sentiment in social media posts and private messages.


The critical impacts of AI extend beyond those examples, and the broad definition of “rights-impacting AI” is necessary to cover the broad scope of AI’s impact. To ensure the final memorandum provides meaningful, comprehensive protections, OMB should resist calls to narrow the scope of “right-impacting AI.”

Moreover, the final memorandum should expand on—or at least maintain—the Draft Memorandum’s list of presumptively rights-impacting uses of AI. Uses that are presumed to be rights impacting include “[d]ecisions to block, remove, hide, or limit the reach of protected speech,” law enforcement use of risk assessments and facial recognition, school discipline, tenant screening, determining the terms of employment, and recommendations or decisions about child welfare or child custody. Presumptions help reduce the cost to individuals if agencies incorrectly apply the definition of “right-impacting AI.” The list of use cases that are presumed to be rights-impacting are too important and too fundamental to leave to agencies’ discretion in the first instance. Instead, the presumptions appropriately place the burden on agencies to demonstrate the lack of impact on rights in the most critical instances.

However, many of the presumptive rights-impacting use cases are deployed by state and local governmental entities receiving federal funding—use cases that are currently excluded from the scope of the Draft Memorandum. As urged above, the final memorandum should extend its requirements to state and local programs that receive federal assistance. In addition, if the Draft Memorandum’s scope is expanded to include national security systems and intelligence agencies, the list of presumptively rights-impacting uses cases should be adjusted accordingly to include national security decisions about surveillance, governmental watchlisting, searches at the border or related to immigration, and national security-related risk assessments.

III. The Final Memorandum Should Maintain the Strength of Key Minimum Practices While Bolstering Others

A. The Draft Memorandum Appropriately Requires Independent Assessments of AI Harms and Discontinuing Harmful AI

The Draft Memorandum underscores that an AI system should be deployed for a particular use case only if its harms are outweighed by its benefits and the harms have been


appropriately mitigated.\textsuperscript{77} Several key components of the minimum risk management practices underscore this commitment to discontinuing—or not deploying—harmful AI:

- The Draft Memorandum instructs that AI impact assessments should assess the “potential risks of using AI, as well as what, if any, additional mitigation measures, beyond these minimum practices, the agency will take to help reduce these risks.” The Draft Memorandum emphasizes, “The expected benefits of the AI functionality should be considered against its potential risks, and if the benefits do not meaningfully outweigh the risks, agencies should not use the AI.”\textsuperscript{78}

- Agencies are also required to test AI in its “real-world context,” which must “mirror as closely as possible the conditions in which the AI will be deployed” and consider both the technology itself and feedback from likely operators. Through these results, agencies should demonstrate that the AI will “achieve its expected benefits while sufficiently mitigating risks associated with the AI, or else the agency should not use the AI.”\textsuperscript{79} Real-world testing must be accompanied by an independent review.\textsuperscript{80}

- Ongoing monitoring should continue to assess risks to rights and safety, including in a real-world context, and develop new mitigation techniques to reduce those risks. Again: “Where the AI’s risks to rights or safety exceed an acceptable level and where mitigation is not practicable, agencies must stop using the affected AI as soon as is practicable.”\textsuperscript{81}

The Draft Memorandum’s emphasis on real-world, independent evaluation of risks and benefits of AI—and discontinuing, decommissioning, or not deploying AI with excessive risks—is appropriate and should be maintained in the final memorandum. Experience has demonstrated that real-world testing environments are necessary to identify harms from human-AI interaction, which may arise from the data used to train the model, the model’s use in unintended or unanticipated environments, incorrect interpretation of its output by operators, or other factors.

For example, as highlighted by an independent analysis of the system, one lending model developed as an alternative to traditional credit scores “charged higher interest rates and origination fees” for borrowers who had attended Historically Black Colleges and Universities (HBCUs) and Hispanic-Serving Institutions (HSIs).\textsuperscript{82} Subsequent investigations revealed that although the lending model did not rely on specific institutions, it did categorize those institutions based on “average incoming standardized test scores,” which led to the

\textsuperscript{77} Draft Memorandum at 20.  
\textsuperscript{78} Draft Memorandum at 15.  
\textsuperscript{79} Draft Memorandum at 16.  
\textsuperscript{80} Id.  
\textsuperscript{81} Draft Memorandum at 17.  

disproportionate treatment of HBCUs and HSIs.\textsuperscript{83} Testing in a real-world context by an independent entity was critical to identifying those disparities, and it is possible that further internal real-world testing could have not only identified those disparities before the system was deployed but also led to mitigations, which are still ongoing.\textsuperscript{84}

Further, real-world, independent evaluation of the risks and benefits of AI should include feedback from likely operators. For example, the Allegheny Family Screening Tool (“AFST”) was developed and implemented by a county child welfare agency to help make screening decisions about whether or not to investigate reports of alleged child maltreatment.\textsuperscript{85} The AFST’s risk score was designed to reflect the likelihood that the agency would remove a child from the family within two years of the report—not the likelihood that a child will be abused or neglected,\textsuperscript{86} a fact acknowledged by the AFST’s creators.\textsuperscript{87} A later study observed that call screeners who used the tool found that screeners and their supervisors disagreed with the use of child removal as a proxy for child abuse or neglect. Some explained that, based on their experience, “children were often placed in foster care without any concerns of child abuse or neglect.”\textsuperscript{88} Conversely, another caseworker indicated that a child might never enter the foster system even where legitimate concerns of child maltreatment do exist. On balance, then, the primary tool users found the risk being predicted by the tool to be both over- and under-inclusive. The dissonance between the tool developers and those who would eventually use the tool points to the importance of requiring truly independent evaluations of the pros and cons of using an AI tool and ensuring that pre-deployment real world testing includes solicitation and meaningful consideration of the views of, among others, those who would ultimately use the tool.

The final memorandum should embody this commitment to assessing AI harms and discontinuing harmful AI throughout its provisions. For example, Section 4 includes numerous references to removing barriers to the development and deployment of AI, but almost none to managing the risks posed by AI—and none to discontinuing AI where harms outweigh the risks. It is critical that agencies’ AI strategies and other documentation center the need to discontinue harmful uses of AI. Further, the Draft Memorandum contemplates that documentation of minimum risk management practices—including independent assessments of the AI—will be made available to OMB; OMB should further require that documentation to be available in an accessible, approachable format to the public.

B. The Draft Memorandum Correctly Recognizes that Minimum Practices Should Be Applicable Even if AI only Influenced the Decision or Outcome

The Draft Memorandum appropriately recognizes that although AI may not independently make decisions or fully automate a task, it may nonetheless carry risks to rights and safety. For example, the definition of “risks from the use of AI” expressly applies “regardless of whether . . . the AI merely informs the decision or action, partially automates it, or fully automates it.” Risks from the use of AI also include where “the humans involved . . . are not aware of how or to what extent the AI influenced or automated the decision or action.” Several other provisions in the Draft Memorandum, such as purposes that are presumed to be rights- and safety-impacting, apply where the AI “is used to control or meaningfully influence” an outcome.

The Draft Memorandum’s treatment of AI used to “influence” decisions or outcomes corresponds to how AI is actually used in practice, and OMB should maintain this approach. For example, one predictive model used in colleges and universities evaluates individual students’ likelihood of academic success and assigns them a corresponding “risk score.” One investigation found the model’s risk scores correlated with students’ race, and in some cases, expressly incorporated it as a “high-impact predictor.” Academic advisors often review students’ risk scores, and although the model did not independently make decisions about students, its scores might nonetheless “leave advisers with an immediate and potentially life-changing impression of students and their prospects within a given major.”
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90 Draft Memorandum at 24.
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determination, its influence was significant, and OMB should ensure the final memorandum covers such scenarios.

C. The Discretion to Waive Minimum Practices or Otherwise Avoid the Memorandum’s Obligations Should Be Further Cabined

In the final memorandum, OMB should ensure that waivers of the Draft Memorandum’s provisions and other limitations on its scope are not abused. The Draft Memorandum permits agencies to waive the minimum risk management practices. Under the Draft Memorandum, a waiver would be permitted for “a specific covered AI application or component” after the Chief AI Officer makes “a written determination, based upon a system-specific risk assessment, that fulfilling the requirement would increase risks to safety or rights overall or would create an unacceptable impediment to critical agency operations.”

OMB should cabin agencies’ discretion to make this determination. In particular, the final memorandum should include descriptions or definitions of what it means to increase risks to safety or rights or to unacceptably impede “critical agency operations.” Examples of use cases that meet these requirements—or do not meet these requirements—would also be helpful. At minimum, OMB should clarify that ordinary administrative burdens of discontinuing an AI system due to its harms does not meet these thresholds.

In addition, the Draft Memorandum recognizes other exercises of agency discretion that limit the Memorandum’s applicability:

- Agencies retain significant discretion in the first instance to determine which systems qualify as “covered AI” or rise to the level of rights- and safety-impacting AI and do not appear to be required to report the former to OMB.
- “National security systems” are exempt from the Draft Memorandum’s requirements altogether, and although the Memorandum incorporates an existing definition for the term, it does not provide procedures for determining what systems meet that definition or reviewing those determinations.
- Covered AI is also subject to the use case inventory only “to the extent practicable” and as permitted for “the protection of privacy and of sensitive law enforcement, national

95 Draft Memorandum at 14-15.
96 Draft Memorandum at 14.
97 Draft Memorandum 4-5, 10 (“Agencies must review each use of AI that they are developing or using to determine whether it matches the definition of safety-impacting or rights impacting.”).
99 The term “national security system” is applicable to federal cybersecurity rules, and the law generally defers to agency heads in evaluating “information security programs” for national security systems. See 44 U.S.C. §§ 3555(c), 3557. Such deference is inappropriate when the evaluation is not regarding the security of an agency’s own systems, but the system’s impact on individuals’ and communities’ rights and safety.
security, and other protected information,“100 but the Draft Memorandum provides no guidelines in assessing practicability or when covered AI implicates “sensitive” or “protected information.”

These limitations create opportunities for agencies to avoid the Draft Memorandum’s obligations.

OMB may avoid abuses of the waiver process and other limitations by ensuring robust reporting and review by OMB of agencies’ use of those authorities. The Draft Memorandum already envisions reporting in some instances. For example, beginning “with the use case inventory for 2024, agencies will be required, as applicable, to identify and report . . . any related extensions and waivers granted under” the Draft Memorandum.101 Agencies are similarly expected to document and report to OMB determinations that a use of AI is not, in fact, safety- or rights-impacting.102 Other determinations, however, are not reported to OMB, including the determination that a system does not qualify as “covered AI” or is deemed to be a “national security system” or that a use case involves “sensitive law enforcement” and “other protected information.”

OMB should consequently expand the Draft Memorandum’s reporting requirements to include each of these scenarios. In each instance, the agency should detail the scope, justification, and evidence supporting the determination. The threshold determination that a particular system constitutes “covered AI” is particularly crucial, as the entirety of the Draft Memorandum’s obligations depend on that determination. However, overextending reporting for that threshold determination could overburden both agencies and OMB. Consequently, OMB should ensure that its forthcoming “detailed instructions for the [AI use case] inventory”103 contemplate when agencies should report liminal determinations that particular systems did not constitute “covered AI.”

In addition to robust reporting requirements for determinations regarding “covered AI,” “national security systems,” and “protected information,” OMB should consider other safeguards to cabin agency discretion. These safeguards might include review by the agency AI oversight board, agency civil rights authorities, or OMB. OMB should also consider time-limiting agency determinations that exempt systems from the Draft Memorandum’s obligations.

D. Notice Should Be Further Bolstered and Should Be Provided Before Use of Rights- or Safety-Impacting AI

100 Draft Memorandum at 4 n.8.
101 Draft Memorandum at 4-5.
102 Draft Memorandum at 11.
103 Draft Memorandum at 4.
The Draft Memorandum envisions providing notice of AI’s use through two means: “plain language documentation” in the AI use case inventory and notice to “negatively affected individuals.” The Draft Memorandum establishes important parameters around both sets of notices to ensure that they are meaningful for impacted individuals and communities. The inventory, for example, must be in plain language and “generally accessible” while still being “adequately detailed.” The inventory must also be located “in contexts where people will interact with or be impacted by the AI.” Similarly, the individual notice for negative actions must be timely, consistent with the Plain Writing Act, and available “in multiple languages and through alternative formats and channels,” as appropriate. Agencies are encouraged, but not required to provide explanations for decisions and actions by AI.

In the final memorandum, OMB should provide further parameters around the notice requirements for plain language, explainability, timeliness, and accessibility. It should also consider mandating individual notice prior to the use of rights- or safety-impacting AI. Each of these five principles are central to the Administration’s Blueprint for an AI Bill of Rights, and OMB should integrate them into the final memorandum.

First, OMB should bolster the Draft Memorandum’s plain language requirements. The Draft Memorandum contemplates agencies’ adherence to the Plain Writing Act “if applicable.” The Plain Writing Act, however, is applicable only to communications about benefits, taxes, or legal requirements, and by some measures, agency compliance with the Act has been uneven. The final memorandum should supplement that baseline requirement by requiring that both the use case inventory and, especially, notices of negative actions be provided in a short form. The short form should, in clear and plain language, state the decision taken, explain how the decision was reached—as described below—and provide clear instructions for

---
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recourse. The *AI Bill of Rights* similarly underscored that notices should be “brief and clear” and able to be understood quickly.

Second, OMB should make explanations of AI’s decisions mandatory. Under the Draft Memorandum, agencies are only “strongly encouraged to provide explanations for such decisions and actions.” Such explanations “might include . . . how and why the AI-driven decision or action was taken” or at least “the general nature of such AI decisions through context such as the data that the decision relied upon, the design of the AI, and the broader decision-making context in which the system operates.” The explanations should be mandatory. The basic tenets of due process require that a governmental “decisionmaker should state the reasons for his determination and indicate the evidence he relied on,” and decisions by AI should be no different. Explainability is a cornerstone of the Administration’s *AI Bill of Rights*, which stated, “Automated systems should provide explanations that are technically valid, meaningful and useful to you and to any operators or others who need to understand the system, and calibrated to the level of risk based on the context.”

Third, the final memorandum should include more concrete requirements for “timely” notice. Timely notice is crucial in ensuring that individuals may appeal or contest an AI’s negative impacts, as contemplated by the Draft Memorandum. The final memorandum should specify that the appeals process should give “people ample time and opportunities to respond . . . and opportunities to extend” deadlines, while reducing “burdens such as time spent gathering records and documentation needed to prove eligibility, travel time associated with developing and submitting the collection, or even time waiting to speak with agency personnel.” After appeals are filed, agencies should speedily resolve them, as “lost time [waiting for a government response] operates as a kind of tax—a ‘time tax’—and it imposes a serious burden on our people as they interact with the Government.” The *AI Bill of Rights* also recognizes the importance of notice in seeking redress, stating, “Human consideration and fallback are only useful if they are
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conducted and concluded in a timely manner. . . . In time-critical systems [such as in healthcare or employment], this mechanism should be immediately available or, where possible, available before the harm occurs.”

Fourth, the final memorandum should more robustly address accessibility, not only in notice provided to users but also in agencies’ assessment and evaluation of AI. Federal law already requires agencies to provide accessible experiences to people with disabilities, and the final memorandum should expressly incorporate those requirements. President Biden’s Executive Order on “Transforming Federal Customer Experience and Service Delivery To Rebuild Trust in Government” directed agencies to “enur[e] the accessibility of services for customers with disabilities” and Section 508 of the Rehabilitation Act requires that agencies “ensure” that any “electronic and information technology allows . . . individuals with disabilities who are members of the public . . . to have access to and use of information and data” from federal agencies that is comparable to individuals without disabilities. The AI Bill of Rights recommends that AI systems “should be designed, developed, and deployed by organizations in ways that ensure accessibility to people with disabilities” and that notices and explanations be accessible. Unfortunately, in the two decades since Section 508 was passed, not all agencies have met its requirements, and OMB should ensure that accessibility is a requirement in agencies’ use of AI, assessing its harms, establishing appropriate risk management practices, and providing notice and explanation of AI’s use.

Finally, OMB should consider expanding its notice requirement to provide meaningful notice prior to the use of rights- and safety-impacting AI. Timely, individual notice prior to the use of AI is essential for protecting critical rights, as recognized by the AI Bill of Rights, such as seeking accommodations for disabilities. For example, providing notice to an individual with a disability after AI has been used to make a negative decision about their job application gives the individual no opportunity to seek meaningful accommodations. The Equal Employment Opportunity Commission has stated that prior notice is a “promising practice” for compliance with the disabilities rights laws, including “[i]nforming all job applicants and employees who are
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being rated that reasonable accommodations are available” and “[d]escribing, in plain language and in accessible formats, the traits that the algorithm is designed to assess.”

OMB should consequently consider requiring notice to be provided to individuals prior to any use of rights-and safety-impacting AI, including for purportedly positive outcomes, with the burden on agencies to demonstrate that that prior notice would be impracticable.

E. Feedback Mechanisms Should Be Equitable and Approachable, Consistent with Prior Federal Guidance

The Draft Memorandum appropriately requires agencies to “consult affected groups, including underserved communities, in the design, development, and use of the AI” and in “the event of negative feedback, agencies must consider not deploying the AI or removing the AI from use.” We suggest stating expressly that the consultation and consideration of any feedback must be meaningful, not just pro forma. This means the feedback should be solicited both prior to the adoption of AI and, if implemented, during deployment. In addition, the feedback should be used in the pre-adoption evaluation of AI’s benefits versus its harms as well as in impact evaluations once deployed. Finally, to promote accountability for following these guidelines, agencies should be required to disclose what the feedback was and how they acted on it, much as agencies do as part of the notice and comment process for proposed regulations.

One 2019 paper underscores the importance of meaningfully soliciting feedback from impacted communities. The paper reported the results of workshops where individuals from “affected communities” were asked about an algorithmic risk-scoring tool used in child welfare screening decisions. Aside from the limited utility of soliciting feedback only after the tool was put in use, only 18 of the 95 workshop participants were people whose families had been investigated by child welfare authorities. The remainder worked for or with the child welfare agency using the risk-scoring tool, with varying degrees of direct contact with impacted families. During the workshop, participants expressed concerns with the risk-scoring tool, including system-level concerns such as “low expectations of the benefits that the system could provide”; bias among caseworkers and built into data or tool itself; lack of information about how the tool weighed data; and, families’ inability to dispute a score. Rather than recommending that these concerns be considered in evaluation of the tool, the authors of the paper essentially advised better messaging or tweaks to the tool that would change perceptions.
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but not its functioning—a response that may have affected underrepresentation of impacted groups.

Moreover, agencies must ensure their methods for soliciting feedback are equitable, approachable, and accessible. The avenues for soliciting feedback envisioned by the Draft Memorandum may inadvertently be exclusionary. For example, the Draft Memorandum contemplates soliciting feedback through the Federal Register, post-transaction forms, or public hearings. Although those are traditional means for agency interaction with the public—and should indeed be employed—they may require individuals to have sufficient time and resources to meaningfully respond. As OMB has observed, “these efforts are too often perceived by stakeholders and agencies alike as being siloed, inaccessible, or irrelevant compliance exercises with unclear purpose or benefit to communities, demonstrating insufficient consideration of the needs, interests, and priorities of diverse populations.” OMB has concluded that “there is no one-size-fits-all approach to stakeholder engagement” but identified a number of promising practices for ensuring engagement meets stakeholders where they are:

- “collect[ing] feedback from communities not through a specific agency scope, but rather organized around a life event: surviving a natural disaster, a child with a disability transitioning to adulthood, and a Service member seeking civilian employment for the first time”;
- deploying “well-designed mobile sites [to] drive better digital experiences”;
- “directly increas[ing] community capacity by providing resources (grants, financial assistance, and procurement opportunities) directly into underserved communities”;
- simplifying forms through usability testing, and avoiding “legalistic, dense form[s] [that] could deter eligible [individuals] out of receiving these protections or add unnecessary stress for already stressed” communities.
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The final memorandum should direct agencies to assess burdens on impacted communities and develop strategies to reduce barriers when gathering feedback from impacted communities.

F. Non-Discrimination Considerations Should Extend Beyond Protections Currently Provided by Federal Civil Rights Law

The Draft Memorandum requires agencies to assess the discriminatory effects of AI, including disparate impact.138 However, the Draft Memorandum generally limits those provisions to protected classes under federal civil rights laws.139 The protections provided by federal law, however, represent an absolute minimum and may exclude characteristics worthy of protection. For example, federal protections do not extend to sources of income, education level, or history with the criminal legal system. Consequently, the final memorandum should require agencies to also assess impacts on historically marginalized groups not protected by federal law and mitigate those impacts if they are not relevant to the AI’s intended use.

Conclusion

The ACLU applauds OMB’s significant step forward in bolstering civil rights protections as the rapid advance of AI in government and throughout society continues. OMB’s Draft Memorandum is significant, but more work is needed to build off this next step. To ensure that the final memorandum provides robust protections for civil rights and civil liberties, OMB should:

- To the extent possible, include national security systems and intelligence agencies within the Draft Memorandum’s scope, clarify its application to less-advanced systems, and extend its applicability to federally funded programs;
- Maintain or expand the scope of AI use cases that are presumed to be rights-impacting;
- Strengthen key minimum practices, including by cabining agency discretion to waive or otherwise avoid the Draft Memorandum’s requirements, bolstering notice provisions, and ensuring that community feedback mechanisms are equitable and approachable.

If you have any questions about these comments, please do not hesitate to contact Cody Venzke, Senior Policy Counsel, at cvenzke@aclu.org.

Sincerely,

American Civil Liberties Union
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