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Dear Ms. Martorana,

On behalf of The Leadership Conference on Civil and Human Rights (The Leadership Conference), its Center for Civil Rights and Technology, and the undersigned organizations, we write in response to the Office of Management and Budget’s (OMB) Request for Comments on Advancing Governance, Innovation, and Risk Management for Agency Use of Artificial Intelligence Draft Memorandum (Memo). The Leadership Conference is a coalition charged by its diverse membership of more than 240 national organizations to promote and protect the civil and human rights of all persons in the United States. Through its membership, its Center for Civil Rights and Technology, and its Media/Telecommunications Task Force, The Leadership Conference works to ensure that civil and human rights, equal opportunity, and democratic participation are at the center of communications, public education, and technology policy debates. We have been actively engaged in policy development to ensure civil rights are central to the development and use of new technologies, especially where those technologies are rights and safety impacting.

Introduction

As AI systems and tools are being adopted across a broad range of agency tasks, including those that impact individuals who are the most marginalized, the provisions of the OMB Memo are imperative.

With the Memo, OMB is taking a significant step in ensuring AI is effectively governed across the federal government. New agency requirements and guidance for AI governance, innovation, and risk mitigation, including through specific risk management practices for
uses of AI that impact the rights and safety of the public, are critical. While AI has the potential to improve operations and efficiency across the federal government, those outcomes will only be achieved if people impacted by those systems trust the decisions being made and are not harmed by them. The Memo provides actionable guidance to agencies that sets out how to ensure the use of AI upholds our democratic values and earns that trust.

Here we underscore important elements of the Memo that should not be diluted as the draft is finalized, as well as offer some suggestions for improvement:

**AI systems and tools must be shown to be safe, trustworthy and enabling of right protecting outcomes before it is put into use. The Memo centers equity and rights.** In an August 4, 2023 letter to the White House, leading civil rights and civil society organizations said, “(F)ederal agencies funding, acquiring, or using an AI system have a responsibility to ensure that the system works and is fit for purpose.” The groups further urged that the federal government should not use AI systems unless they are shown to be effective and safe. No definition of safe and effective is meaningful unless it is explicit and clear that it includes being non-discriminatory and non-violative of civil and human rights. Simply put, AI should work, and work for everyone. Therefore, it is right that protecting civil liberties and advancing equity should be at the center of the Memo. The American public should be protected against existing and potential harms from AI, including threats to people’s rights, opportunities, jobs, economic well-being, and access to critical resources and services.

The marginalized communities served by the different agencies across the federal government are those that bear the most risk from the use of untested and unsafe AI systems. People expect that risks associated with other regulated products will be identified, mitigated, and made known. Likewise, we expect that AI technology is safe and effective –i.e. that it works for everyone.

**The Memo builds on administration actions to ensure equitable AI and address AI harms.** People who face discrimination on the basis of race, ethnicity, national origin, religion, sex, sexual orientation, gender identity, income, immigration status, or disability are more likely to be harmed by automated systems and often lack the resources to respond to harms when they occur. These harms are well documented and span numerous sectors, including housing, employment, financial services and credit, insurance, public health and health care, education, public accommodations, government benefits and services, and policing.

The Memo continues the measures this administration has already taken to begin the process of mitigating the risks of AI, including Executive Order 14091 (“Further Advancing Racial Equity and Support for Underserved Communities Through the Federal Government”), the AI Bill of Rights, NIST’s AI Risk Management Framework, the 2023 National AI Research and Development Strategic Plan, and the plan for the National AI Research Resource. Executive Order 14091, for example, instructs federal agencies to use all of their available authorities to combat algorithmic discrimination. The National AI R&D Strategic Plan calls for investments in technical research to develop frameworks for accountability, fairness, privacy, and bias, as well as research to understand and mitigate the social and ethical risks of
AI. These efforts provide a strong basis for a national AI strategy that is centered on equity and civil rights. These efforts, and their operationalization as detailed in the Memo, are crucial.

The Memo puts in place appropriate and reasonable requirements. We appreciate the administration’s continued commitment to equity and civil rights related to the development and use of AI. These values underpin our democracy and are reflected in the Memo. Prior to procuring, using, or funding powerful new AI technology, agencies must also ensure that the technology works. That means that the technology has had sufficient, transparent testing to ensure that it will produce intended, fair, equitable, and unbiased results and will not produce inequitable outcomes for historically disadvantaged groups.

Ideally, these AI systems would be designed, procured, and deployed with equity in mind, wherever possible. The Memo delivers on this outcome by providing appropriate and reasonable guidance to agencies looking to use AI. These requirements in the Memo are critical to achieving the administration’s goal to advance equity and protect civil rights and need to be kept in the final version.

The Memo puts the rights-protecting principles of the AI Bill of Rights into practice across agencies. The Memo lists categories of “right-impacting” AI uses that trigger risk assessment and mitigation requirements. It also provides a process for identifying future rights-impacting AI that would put those uses in scope and trigger risk management and other requirements detailed in the Memo. Recognition of use cases that are rights or safety impacting is significant and necessary for agencies to take action to implement appropriate safeguards. Not surprisingly given the ubiquitous adoption of AI, that list is broad. Given the rapid speed of the creation of new technology, and the use of existing system in new ways, it is important that the Memo provides the opportunity to add additional AI use cases. It is also vital that the Memo calls for transparency, as well as human review and recourse, and applies those requirements across the federal government. Taken together, these safeguards will help ensure that the American public will be broadly protected, as well as realize potential benefits.

By focusing on agency governance structures, the Memo appropriately includes provisions that will help ensure AI is properly managed. A sound AI governance structure, including through the appointment of Chief AI Officers (CAIOs), actionable measures to ensure cross-agency coordination, and staff training, is an important starting point. A clear reporting structure, with defined roles and responsibilities and with appropriate authority and resources, will be necessary for the implementation of the Memo’s requirements. Cross-agency coordination, and collaboration across the federal government, will help ensure consistency in the implementation of AI policy. Staff guidance is also critical to meet the Memo’s objectives. For example, training on how to conduct assessments, real-world testing, and ongoing monitoring, as well as determinations called for by the Memo, such as whether an AI use case is rights-impacting, will help ensure compliance with it. Compliance plans will help keep agencies on track and accountable for achieving consistency with the Memo. Likewise, detailed AI use case inventories, as well as reporting on use cases deemed to be not subject to the inventory, will help provide the means to hold agencies accountable.
The Memo appropriately focuses on ensuring that innovation is equitable and used to benefit the public. As AI becomes more prevalent in society, we must consider both the benefits and challenges of incorporating these tools into daily life, including by government agencies. With the widespread use of AI, individuals are grappling with the impacts of discriminatory rights-impacting systems, leading to the loss of economic opportunities, higher costs or denial of loans and credit, adverse impact on their employment or ability to get a job, lower quality healthcare, and barriers to housing. Just because an AI system is available does not mean it should be put to use. Questions about the systems, including whether they are suitable or fit-for-purpose, as well as whether better alternatives are available, must be asked.

Even with these concerns, we recognize that AI offers the potential to expand opportunities and ensure people are treated fairly, but only if innovation is equitable. There cannot be responsible AI without equitable innovation. To that end, the Memo should be clear that equitable innovation, not just innovation, is a priority and should include metrics for agencies to facilitate ensuring public benefit remains at the core of use of technology. This is an aspect of AI where civil society and civil rights groups, including those organizations that represent diverse communities, can provide constructive views as agencies move forward to implement the Memo.

Risks from right-impacting and safety-impacting AI must be managed. Just as we know of the harms biased and broken AI systems can cause, we know what can be done to identify, prevent, or mitigate those harms. The Memo includes concrete, measurable, and scalable actions that agencies will be required to take to ensure that AI systems work, and risks are managed. In fact, these actions reflect practices already discussed in tech policy, such as the EU AI Regulation, and reflect the “responsible AI principles” adopted by many companies and industry sectors. We agree that agencies should consider disparate impact relative to the use of AI and that requirement should remain in the Memo.

The Memo’s success will rest on how well it guides agencies toward more beneficial and equitable outcomes and whether it focuses agencies on making decisions based on democratic values, such as fairness, safety, privacy, inclusiveness, transparency, and accountability. To that end, the Memo includes the following sound requirements: implementation of risk management requirements; pre-deployment impact assessments; real world testing; independent evaluations and ongoing monitoring; requirements for explainability and transparency; training for staff procuring or using AI; a requirement to consult with affected groups; and the need for agencies to provide for remedies and recourse.

Clarifying provisions of the Memo will close potential loopholes and addressing shortcomings and gaps. Clarifications of some aspects of the Memo will assist agencies in complying with the Memo, help to ensure accountability, and enable the government to achieve the Memo’s objectives, furthering the administration’s goals.

Beyond this, OMB should look to improve the Memo by doing the following:

Build clearer parameters around when CAIOs can seek waivers or exceptions from having to meet risk management requirements. Providing greater clarity, and imposing limits on the circumstances where a waiver or exception is granted, is needed so that the public can be assured that AI systems work
as intended. The Memo provides the CAIO with significant control to grant waivers and exceptions. The Memo should include a check on that authority. For example, there should be a process for recourse or appeal to another senior official where there is disagreement about a decision about a waiver or exception. In addition, more certainty is needed related to the factors used to determine whether to exclude or provide waivers on designating AI uses cases as rights-impacting. Specifically:

- When a waiver or exception is granted, there must be the ability to seek reconsideration of that decision. For example, should new information, such as testing or real-world experience, indicate that harm is occurring because of AI, use of that system should cease until it can be reevaluated.
- The Memo should be clear that waivers and exceptions sunset so the system can be periodically reevaluated.
- The Memo should require that agencies consider less rights-impacting alternatives before granting waivers or exceptions.
- The Memo should require that agencies be transparent about the waivers or exceptions that have been granted through public reporting.

Provide the opportunity to the public to request AI use cases be designated as rights or safety impacting. Impacted communities and the public at large should be provided the opportunity to request that use cases be evaluated as rights or safety impacting. Those who may be subject to the technology are often in the best position to identity harms and potential harms. To the extent a use case may not have been designated as rights or safety impacting, or an existing system is used for a new purpose, communities should have a path outlined in the Memo to engage with agencies.

Fully resource and fund agency governance structures including the establishment of Civil Rights Offices to meet the challenges identified in the Memo.

Provide clarity to ensure that federal grants, especially to state and local governments, are also covered by the Memo.

Provide guidance with public input to assist agency staff with responsible implementation of the Memo. It is unclear whether there will be adequate guidance for agency staff tasked with implementing the Memo. For example, guidance on acceptable testing and tolerances will be critical in assessing areas such as whether a system is “fair.”

Provide clarity and more details on how to put easily understandable public reporting into practice, including related to the AI use case inventories. In the August letter, the signatories also urged the administration to expand the required questions for AI use case inventories required under EO 13960 and OMB M-21-06 guidance. Use case inventories should include information that would allow the public to assess adherence with the White House’s AI Executive Order and the Memo. OMB should also publish the inventories in a format that is understandable and usable by the American people. Finally, agencies should publish an annual report assessing their progress in implementing the Memo for their AI use cases.
Develop best practices for federal agencies overseeing public benefits programs. The Memo is clear that public benefits are a rights-impacting use and therefore those use cases must meet the Memo’s risk mitigation requirements. The missing issues in this respect are that the Memo’s notice and remedy requirements for rights-impacting AI do not meet the minimum constitutional due process requirements for public benefits decisions. In addition, most public benefits decisions are made at the state and local level. The Memo currently does not, but should, include guidance to federal agencies to construct best practices for the benefits programs they oversee.

Algorithmic systems in benefits can cause a number of harms, including by making determinations based on corrupt or discriminatory data, arriving at determinations with no explanation or without transparency. Applying the risk management protections for benefits determinations will help to address these concerns.

Require agencies to consider the impact of AI on people with disabilities. People with disabilities continue to face accessibility challenges in using AI systems, despite the Executive Order’s call for accessibility. Agencies need to intentionally include people with disabilities by building systems that conform to accessibility standards and be mindful that the disability community is a heterogenous group comprising multiple subpopulations. Agencies should also consider the impact that differences in language may have to ensure accessibility for the communities where AI systems are used. Including people with disabilities on AI teams is an effective harm prevention strategy as agencies identify the impact of AI on this diverse population. Careful consideration must be given to disability inclusion as agencies respond to the new requirements from OMB and hire people with disabilities who understand disability rights and other civil rights laws.

Establish a process for ongoing and regular public engagement, including with civil society and civil rights organizations on agencies’ use of AI. The public has the most to gain or lose from the use of AI. It is critical that the public interest is represented. Agencies should be required to establish defined programs to proactively seek community input as they implement the Memo and in their ongoing operations that are covered by the Memo.

Innovate for good. Agencies should ensure that AI is used to make progress in tackling societal challenges, such as accessibility, health disparities, food insecurity, equity, and justice. Likewise, how to innovate to advance equity needs more focus in order to take hold and become a reality. It is critical that agencies seek community engagement as part of this process. The Memo should include a specific mandate to achieve this outcome.

Further tools and practices. It will be important to establish expectations—presumably created by NIST—for the standards-making and/or other processes that agencies will put into place. Specifically, any standards or testing developed pursuant to the Memo, for example for auditing or risk assessments, should be evaluated against the tenets of the AI Bill of Rights and AI Executive Order, to ensure that the Memo furthers the goals of equity and inclusion.
Conclusion
We appreciate this opportunity to comment on the Memo, which sets out a practical and actionable approach for identifying, measuring, and mitigating harms before AI is put into use, as well as evaluating existing systems. If properly implemented, the Memo could be a significant step toward achieving equitable innovation.

For the use of AI to be successful, agencies must ensure that the benefits and risks of AI are considered early on and throughout the AI lifecycle, through design, development, and deployment. Before procuring or using an AI system, an agency should understand its limitations, recognize its intended uses as well as potential misuses, consider how to ensure the AI works for the people, and prevent harm. Thank you for your consideration of our concerns and views. Please direct any questions about these comments to Koustubh “K.J.” Bagchi, vice president of the Center for Civil Rights & Technology at The Leadership Conference on Civil and Human Rights, at bagchi@civilrights.org or Frank Torres, civil rights and technology fellow at The Leadership Conference on Civil and Human Rights, at torres@civilrights.org.

Sincerely,

The Leadership Conference on Civil and Human Rights
A. Philip Randolph Institute
Access Now
American Association of People with Disabilities
American Federation of Teachers
Americans for Democratic Action (ADA)
Asian Americans Advancing Justice – AAJC
Center for American Progress
Center for Democracy & Technology
Center for Law and Social Policy (CLASP)
Clearinghouse on Women’s Issues
Common Cause
Disability Rights Education and Defense Fund (DREDF)
Electronic Frontier Foundation
Fund for Leadership, Equity, Access and Diversity
Houston Immigration Legal Services Collaborative
Impact Fund
Japanese American Citizens League
League of Women Voters of the United States
National Association for Latino Community Asset Builders (NALCAB)
National Center for Learning Disabilities
National Center for Parent Leadership, Advocacy, and Community Empowerment (National PLACE)
National Coalition for Literacy
National Consumer Law Center (on behalf of its low-income clients)
National Disability Rights Network (NDRN)
National Employment Law Project
National Fair Housing Alliance
National Health Law Program
National Hispanic Media Coalition
National Organization for Women Foundation
National Partnership for Women & Families
National Urban League
National Women’s Law Center
NETWORK Lobby for Catholic Social Justice
Southern Echo Inc.
The Policing Project at NYU School of Law
The Trevor Project
UnidosUS
United Church of Christ Media Justice Ministry
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