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Privacy is a Fundamental Right.



INTRODUCTION

The Electronic Privacy Information Center (EPIC) submits these comments in response to
the National Institute of Standards and Technology’s (NIST’s) Request for Information (RFI)
Related to NIST’s Assignments Under Sections 4.1, 4.5, and 11 of the Executive Order Concerning
Artificial Intelligence. !

EPIC is a public interest research center in Washington, D.C., established in 1994 to secure
the fundamental right to privacy in the digital age for all people through advocacy, research, and
litigation.”? We advocate for a human-rights-based approach to Al policy that ensures new
technologies are subject to democratic governance.® Over the last decade, EPIC has consistently
advocated for the adoption of clear, commonsense, and actionable Al regulations across the
country.* EPIC has litigated cases against the U.S. Department of Justice to compel production of

documents regarding “evidence-based risk assessment tools,”>

against the U.S. Department of
Homeland Security to produce documents about a program purported to assess the probability that
an individual will commit a crime,® and against the National Security Commission on Artificial
Intelligence (NSCAI) to enforce its transparency obligations under the Freedom of Information

Act and the Federal Advisory Committee Act.” EPIC has also published extensive research on

1 88 Fed. Reg. 88368 (Dec. 21, 2023).

2 About Us, EPIC, https://epic.org/about/ (2023).

3 See, e.g., Al and Human Rights, EPIC, https://epic.org/issues/ai/ (2023); AI and Human Rights: Criminal
Legal System, EPIC, https://epic.org/issues/ai/ai-in-the-criminal-justice-system/ (2023); EPIC, Outsourced &
Automated: How Al Companies Have Taken Over Government Decision-Making (2023),
https://epic.org/outsourced-automated/ [hereinafter “Outsourced & Automated Report”]; Letter from EPIC to
President Biden and Vice President Harris on Ensuring Adequate Federal Workforce and Resources for
Effective Al Oversight (Oct. 24, 2023), https://epic.org/wp-content/uploads/2023/10/EPIC-letter-to-White-
House-re-Al-workforce-and-resources-Oct-2023.pdf; EPIC, Comments on the NIST Aurtificial Intelligence
Risk Management Framework: Second Draft (Sept. 28, 2022), https://epic.org/wp-
content/uploads/2022/09/EPIC-Comments-NIST-RMF-09-28-22.pdf.

4 See, e.g., Press Release, EPIC, EPIC Urges DC Council to Pass Algorithmic Discrimination Bill (Sept. 23,
2022), https://epic.org/epic-urges-dc-council-to-pass-algorithmic-discrimination-bill/; EPIC, Comments to the
Patent and Trademark Office on Intellectual Property Protection for Artificial Intelligence Innovation (Jan. 10,
2020), https://epic.org/wp-content/uploads/apa/comments/EPIC-USPTO-Jan2020.pdf; EPIC, Comments on the
Department of Housing and Urban Development’s Implementation of the Fair Housing Act’s Disparate Impact
Standard (Oct. 18, 2019), https://epic.org/wp-content/uploads/apa/comments/EPIC-HUD-Oct2019.pdf.

S EPIC v. DOJ, 320 F. Supp. 3d 110 (D.D.C. 2018), voluntarily dismissed, 2020 WL 1919646 (D.C. Cir.
2020), https://epic.org/foia/doj/criminal-justice-algorithms/.

6 See EPIC v. DHS — FAST Program, EPIC, https://epic.org/documents/epic-v-dhs-fast-program/ (last visited

Dec. 5, 2023).

TEPIC v. NSCAI, 419 F. Supp. 3d 82, 86, 95 (D.D.C. 2019), https://epic.org/documents/epic-v-ai-
commission/.
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emerging Al technologies like generative AL® as well as the ways that government agencies
develop, procure, and use Al systems around the country.’

As NIST considers ways to effectively carry out its responsibilities under Sections 4.1, 4.5,
and 11 of Executive Order 14110, EPIC reemphasizes its call for NIST to implement actionable
Al risk mitigation strategies with strong incentivize structures and accountability mechanisms—
steps that will ensure that Al developers and deployers adopt the NIST AI Risk Management
Framework (“Al RMF”)!? in its entirety.!! At the same time, EPIC encourages NIST to view the
risks of generative Al technologies and synthetic content as extensions of traditional Al and
automated decision-making risks, not as qualitatively different risks requiring an entirely new
framework. Many of the same Al risk management techniques at the core of NIST’s Al RMF—
including Al impact assessments,'? regular Al accuracy testing,'* and Al red-teaming efforts'*—
will be effective against the risks of generative Al technologies and the synthetic content they
produce. Lastly, for certain risks of generative Al technologies, such as the risks imposed by Al
hallucinations and deepfakes, the need for greater transparency, accountability, and data quality
controls—including strong data minimization requirements during Al development—is even
higher. To inform NIST’s efforts in bolstering the Al RMF and establishing global consensus
standards, EPIC has provided both a summary of key provisions under the draft European Union
Artificial Intelligence Act (Section IV, infra) and EPIC’s generative Al report (appended).

|. THE NIST Al RISK MANAGEMENT FRAMEWORK SHOULD APPLY
TO ALL Al SYSTEMS, INCLUDING GENERATIVE Al

Responsive to Assignments 1-2

EPIC commends the ongoing efforts NIST has made to incorporate robust Al transparency,
accountability, and oversight provisions into its Al RMF. In particular, EPIC supports NIST’s
decision to approach Al risk management broadly, encompassing both a wide array of Al risks

8 EPIC, Generating Harms: Generative Al’s Impact & Paths Forward (2023), https://epic.org/gai [hereinafter
“EPIC Generative Al Report™].

% Outsourced & Automated Report; EPIC, Screened & Scored in the District of Columbia (2022),
https://epic.org/wp-content/uploads/2022/11/EPIC-Screened-in-DC-Report.pdf [hereinafter “Screened &
Scored Report™].

10'NIST, Artificial Intelligence Risk Management Framework (AI RMF 1.0) (2023),
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AIL 100-1.pdf [hereinafter “NIST Al RMF”].

! See EPIC, Comments on the NIST Artificial Intelligence Risk Management Framework: Second Draft (Sept.
28, 2022), https://epic.org/wp-content/uploads/2022/09/EPIC-Comments-NIST-RMF-09-28-22.pdf.

'2NIST AI RMF at 11, 36.

B Id. at 27-30, 35-36.

14 NIST, AI RMF Playbook 31-32, 131, 200 (2023), https:/airc.nist.gov/docs/Al RMF_Playbook.pdf
[hereinafter “NIST AI RMF Playbook™].
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(errors, racial bias, environmental impacts, and more) and a wide range of Al actors (trade
associations, researchers, end users, impacted individuals, and more).!> And although EPIC has
advocated for the inclusion of stronger accountability mechanisms and prohibitions on particularly
egregious Al use cases like emotion recognition and one-to-many facial recognition, ' NIST’s Al
RMF still includes several features—including Al impact assessments,!” regular Al accuracy
testing, '® and Al red-teaming efforts'>—that have informed the ways that EPIC approaches its own
Al advocacy.

It is precisely because of the breadth of NIST’s AI RMF that EPIC encourages NIST to
extend existing provisions of the AI RMF to the risks and harms of generative Al technologies.
All automated technologies—from simple algorithms to complex generative Al models—face
significant accuracy and bias risks stemming from training data and data inputs.? While the
specific form of errors due to inaccuracy and bias can differ between traditional automated systems
and newer generative Al models,?! the importance of data quality controls and Al testing
procedures as ways to mitigate errors remains.??> Further, many of the risk management strategies
within the NIST AI RMF map cleanly onto the risks of generative Al. For example, the Al RMF
states that “Al risk management efforts should consider that humans may assume that Al systems
work—and work well—in all settings.”** This framing extends not only to issues around perceived
versus actual objectivity in Al systems compared to human decision-making, but also to perceived
versus actual accuracy of synthetic content within leading foundation models. The risk

13 See id. at 8-10, 12-18.

16 See EPIC, Comments on the NIST Artificial Intelligence Risk Management Framework: Second Draft (Sept.
28, 2022), https://epic.org/wp-content/uploads/2022/09/EPIC-Comments-NIST-RMF-09-28-22.pdf.

7 NIST AI RMF at 11, 36.

18 1d. at 27-30, 35-36.

9 NIST AI RMF Playbook at 31-32, 131, 200.

20 See, e.g., Oceane Duboust, Unreliable Research Assistant? False Outputs from AI Chatbots Pose Risk to
Science, Report Says, Euronews (Nov. 20, 2023), https://www.euronews.com/next/2023/11/20/unreliable-
research-assistant-false-outputs-from-ai-chatbots-pose-risk-to-science-report-s; Matt Burgess et al., This
Algorithm Could Ruin Your Life, Wired (June 3, 2023), https://www.wired.co.uk/article/welfare-algorithms-
discrimination; Stephanie Wykstra, Government’s Use of Algorithm Serves Up False Fraud Charges, Undark
(June 1, 2020), https://undark.org/2020/06/01/michigan-unemployment-fraud-algorithm/; Kashmir Hill,
Wrongfully Accused by an Algorithm, N.Y. Times (June 24, 2020),
https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html.

2l See Arun Shastri, Generative Al Errs Differently Than Classical AI, Forbes (Sept. 4, 2023),
https://www.forbes.com/sites/arunshastri/2023/09/04/generative-ai-errs-differently-than-classical-ai/.

22 See Kara Williams, Assessing the Assessments: Comparing Risk Assessment Requirements Around the
World, EPIC Blog (Dec. 4, 2023), https://epic.org/impact-comparison/ (assessing Al impact assessment
requirements around the world, which frequently include data quality assessments, performance audits, and
bias testing); Mona Rakibe, The Significance of Data Quality in the World of Generative AI, Medium (June 21,
2023), https://mona-rakibe.medium.com/the-significance-of-data-quality-in-the-world-of-generative-ai-
5f84eb524299.

2 NIST AI RMF at 4 (empbhasis in original).
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measurement challenges included within the Al RMF—third-party software risks, emergent risks,
the availability of reliable metrics, differing risks across the Al lifecycle, inscrutability, etc.?*—
also mirror challenges inherent to generative Al technologies: risks of third-party Al API
integrations,> model drift and generative Al output degradation over time,*® and so forth. And
crucially, the same risks and harms exist even when Al companies market their Al systems as
“low-risk™ or “trustworthy”; NIST must ensure that its Al standards are clear and actionable as
industry benchmarks by which judges, regulators, and end-users can determine an Al system’s
trustworthiness.

While EPIC has provided a discussion of specific risks inherent to generative Al in Section
I1, infra, the foundation for an effective Al risk management framework remains the same across
models, use cases, and contexts: transparency and accountability. Al risk management takes
considerable time and resources, so companies developing and deploying Al systems need strong
incentives to implement proactive risk management strategies rather than take a wait-and-see
approach to Al risk. Transparency and accountability add external pressure to these companies to
carry out Al risk mitigation strategies in good faith. In fact, NIST’s AI RMF already incorporates
principles of transparency and accountability into Al risk management, stating, inter alia, that
“Im]eaningful transparency provides access to appropriate levels of information based on the stage
of the Al lifecycle and tailored to the role or knowledge of Al actors or individuals interacting with
or using the Al system,” and that “maintaining the provenance of training data and supporting
attribution of the Al system’s decisions to subsets of training data can assist with both transparency

and accountability.”?’

These same transparency principles will be effective tools to address many of the risks
inherent to generative Al technologies, including risks stemming from synthetic content. Providing
durable methods for watermarking synthetic content for end-users is a form—albeit imperfect—
of risk-mitigating transparency.”® Disclosing the provenance of all data—including copyrighted

24 Id. at 5-6.

5 See Alex Akimov, It’s Critical to Regulate AI Within the Multi-Trillian-Dollar API Economy, TechCrunch
(Dec. 22, 2023), https://techcrunch.com/2023/12/22/its-critical-to-regulate-ai-within-the-multi-trillion-api-
economyy/.

26 See Lauren Leffer, Yes, AI Models Can Get Worse Over Time, Sci. Am. (Aug. 2, 2023),
https://www.scientificamerican.com/article/yes-ai-models-can-get-worse-over-time/; Benj Edwards, Study
Claims ChatGPT is Losing Capability, but Some Experts Aren’t Convinced, Ars Technica (July 19, 2023),
https://arstechnica.com/information-technology/2023/07/is-chatgpt-getting-worse-over-time-study-claims-yes-
but-others-arent-sure/.

2 NIST AI RMF at 15-16.

28 Makena Kell, Watermarks Aren’t the Silver Bullet for AI Misinformation, Verge (Oct. 31, 2023),
https://www.theverge.com/2023/10/31/23940626/artificial-intelligence-ai-digital-watermarks-biden-executive-
order; Mehrdad Saberi et al., Robustness of Al-Image Detectors: Fundamental Limits and Practical Attacks,
arXiv (Sept. 29, 2023) (preprint), https://arxiv.org/pdf/2310.00076.pdf; David Pierce, Google Made a
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data—used to train and calibrate a foundation model is risk-mitigating transparency.? And
publishing model cards alongside deployed machine-learning models detailing, e.g., intended uses
cases, use contexts, limitations, and performance evaluation results is risk-mitigating
transparency.®? As the Al RMF reflects, it is essential that part of this transparency be an explicit
disclosure of purpose of the system being used at all, combined with its risk-benefit analysis.

Il. CERTAIN RISKS OF GENERATIVE Al WARRANT ADDITIONAL
SAFEGUARDS

Responsive to Assignments 1-2

Last year, EPIC published the first of its generative Al reports, Generating Harms:
Generative Al’s Impact & Paths Forward, appended below this comment.?! Our report traces
major risks and societal impacts of generative Al technologies using real case studies and research
across academia and civil society, covering risks as far-ranging as misinformation, extortion, data
security vulnerabilities, discrimination, copyright infringement, and environmental impacts. EPIC
encourages NIST to incorporate measures to address all these generative Al risks within its Al
RMF companion resource, and we would be happy to discuss generative Al risks and risk
mitigation strategies further.

The following subsections highlight a small selection of generative Al risks that EPIC has
encountered, taken both from our 2023 generative Al report and more recent work we have
undertaken, to underscore the importance of strong Al risk mitigation strategies—including data
risk mitigation strategies like data minimization—for reducing Al harm.

Al HALLUCINATIONS

In their seminal Al research article, On the Dangers of Stochastic Parrots: Can Language
Models Be Too Big?, Emily Bender et al. describe the growing number of Al language models as
“system[s] for haphazardly stitching together sequences of linguistic forms it has observed in its
vast training data, according to probabilistic information about how they combine, but without any

Watermark for AI Images That You Can’t Edit Out, Verge (Aug. 29, 2023),
https://www.theverge.com/2023/8/29/23849107/synthid-google-deepmind-ai-image-detector.

2 See generally, e.g., Karl Werder et al., Establishing Data Provenance for Responsible Artificial Intelligence
Systems, 13 ACM Transactions on Mgmt. Info. Sys. 1 (2022), https://doi.org/10.1145/3503488.

30 See Margaret Mitchell et al., Model Cards for Model Reporting 220 (Proc. Conf. on Fairness,
Accountability, & Transparency, 2019), https://arxiv.org/pdf/1810.03993.pdf.

3I'EPIC Generative Al Report.
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reference to meaning.”*? In the three years since the article was published—and despite the
growing popularity of commercial large language models (LLMs) like OpenAl’'s GPT-4,
Alphabet’s Bard, and Meta’s LLaMA—this foundational issue within generative Al technologies
remains unaddressed: because these systems operate by probabilistically stringing words and
responses together, they can produce syntactically and grammatically correct responses that are
substantively nonsensical. These nonsensical responses are what Al researchers sometimes call

“hallucinations.”*?

The risks of these Al hallucinations are myriad but fall predominantly into three main
categories: (1) misinformation, (2) encoded bias, and (3) data security vulnerabilities. At their
core, Al hallucinations are instances of misinformation provided in response to user prompts,
which may be woven into otherwise-accurate information. For example, in 2023, a law professor
was included on an ChatGPT-generated “list of legal scholars who had sexually harassed
someone,” even when no such allegation existed.** As Princeton Professor Arvind Narayanan said
in an interview with the Markup:

“Sayash Kapoor and I call [natural language processing] a bullshit
generator, as have others as well. We mean this not in a normative
sense but in a relatively precise sense. We mean that it is trained to
produce plausible text. It is very good at being persuasive, but it’s
not trained to produce true statements. It often produces true
statements as a side effect of being plausible and persuasive, but that
is not the goal.”*

Even before considering encoded bias, Al hallucinations pose very real and very serious
risks to end-users. Large language models have already produced scores of health misinformation
around topics like vaccines and vaping.*® As with the law professor mentioned above, they can

32 Emily M. Bender et al., On the Dangers of Stochastic Parrots: Can Language Models Be Too Big? 617
(Proc. Conf. on Fairness, Accountability, & Transparency, 2021),
https://dl.acm.org/doi/pdf/10.1145/3442188.3445922.

33 See The Politics of Everything, The Great A.I. Hallucination, New Repub. (May 10, 2023),
https://newrepublic.com/article/172454/great-ai-hallucination-chatgpt.

34 Pranshu Verma & Will Oremus, ChatGPT Invented a Sexual Harassment Scandal and Named a Real Law
Prof as the Accused, Wash. Post. (Apr. 5, 2023),
https://www.washingtonpost.com/technology/2023/04/05/chatgpt-lies/.

35 Julia Angwin, Decoding the Hype About AI, Markup (Jan. 28, 2023), https://themarkup.org/hello-
world/2023/01/28/decoding-the-hype-about-ai.

36 See, e.g., Michael DePeau-Wilson, ChatGPT Quickly Authored 100 Blogs Full of Healthcare
Disinformation, MedPage Today (Nov. 13, 2023), https://www.medpagetoday.com/special-
reports/features/107329; Tiffany Hsu & Stuart A. Thomspon, Disinformation Researchers Raise Alarms About
A.IL Chatbots, N.Y. Times (June 20, 2023), https://www.nytimes.com/2023/02/08/technology/ai-chatbots-
disinformation.html.
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produce harmful and defamatory statements. And when asked questions about U.S. elections,
major Al chatbots developed by companies like Microsoft have replied with unfounded conspiracy
theories and hallucinated political scandals.?’

Beyond pure misinformation, Al hallucinations can facilitate discrimination through
encoded bias within Al training data. As Emily Bender et al. state:

“Biases can be encoded in ways that form a continuum from subtle
patterns like referring to women doctors as if doctor itself entails
not-woman or referring to both genders excluding the possibility of
non-binary gender identities, through directly contested framings
(e.g. undocumented immigrants v. illegal immigrants or illegals), to
language that is widely recognized to be derogatory (e.g., racial

slurs).”38

These encoded biases within LLMs have real world impacts as well. When LL.Ms produce
hallucinations, they often reinforce historical biases encoded through language. For example,
LLMs may exhibit gendered assumptions in their responses or inaccurately characterize someone
based on racial, ethnic, or gendered stereotypes.’® When used to produce documents like
professional recommendation letters, LLMs tend to replicate gender bias and undervalue the
qualifications of women.*® And LLMs’ generation of overtly abusive language can facilitate
psychological and reputational harms—or reinforce second-order effects of abusive language, such

as violence.*!

Finally, AI hallucinations can serve as a vehicle by which malicious actors can understand
data security vulnerabilities and extract personally identifiable information from an LLM.*
Sometimes, Al hallucinations reveal sensitive information about training data directly, as was the

37 See David Gilbert, Microsoft’s AI Chatbot Replies to Election Questions with Conspiracies, Fake Scandals,
and Lies, Wired (Dec. 15, 2023), https://www.wired.com/story/microsoft-ai-copilot-chatbot-election-
conspiracy/.

38 Bender et al., supra note 32, at 617 (emphasis in original).

39 Similar issues abound in Al image generation models. See Nitasha Tiku et al., These Fake Images Reveal
How Al Amplifies Our Worst Stereotypes, Wash. Post. (Nov. 1, 2023),
https://www.washingtonpost.com/technology/interactive/2023/ai-generated-images-bias-racism-sexism-
stereotypes/.

40 Chris Stokel-Walker, ChatGPT Replicates Gender Bias in Recommendation Letters, Sci. Am. (Nov. 22,
2023), https://www.scientificamerican.com/article/chatgpt-replicates-gender-bias-in-recommendation-letters/.
4! Bender et al., supra note 32, at 617.

“2 Id. at 618; see also Prasanth Aby Thomas, Questions Raised as Amazon Q Reportedly Starts to Hallucinate
and Leak Confidential Data, ComputerWorld (Dec. 4, 2023),
https://www.computerworld.com/article/3711467/questions-raised-as-amazon-q-reportedly-starts-to-
hallucinate-and-leak-confidential-data.html.
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case with Amazon Q, a generative Al assistant released in late 2023.* But they can also signpost
the types of data vulnerable to malicious Al actors. As the number of data parameters used by a
LLM increases, so too does a model’s tendency to “output specific information from [its] training
data.”** And despite efforts to implement guardrails into the types of prompts and outputs allowed
within LLMs, malicious actors can still readily bypass many of these restrictions through
adversarial attacks like prompt injection,* making Al hallucinations and other unintended content
generated by generative Al technologies an effective tool for accessing private and sensitive
information.

As discussed below, the risks and harms of Al hallucinations fundamentally stem from the
data used to train Al systems. Incorporating stronger data controls, including data minimization
techniques and data audits, are still some of the most effective risk mitigation techniques for
generative Al harms.

DISINFORMATION, HARASSMENT, IMPERSONATION, AND EXTORTION

Beyond errors and biased outputs encoded into generative Al technologies by negligence
or design, the structure of consumer-facing generative Al tools also facilitates the intentional and
malicious use of generative Al to produce misleading or harmful synthetic content. In fact, some
of the earliest uses—or rather, misuses—of generative Al technologies are deepfakes*®: realistic
images or videos created using machine-learning algorithms to depict someone as saying or doing
something they did not (often by replacing the likeness of one person with that of another).*’
Deepfakes are more than an isolated risk of generative Al; they can be used to facilitate or
exacerbate many of the risks described throughout the NIST Al RMF and EPIC’s Generating

Harms report.*® For example, deepfaked audio or video content has been used to harass former

43 Thomas, supra note 42.

“Id.

45 See Benj Edwards, AI-Powered Bing Chat Spills its Secrets Via Prompt Injection Attack, Ars Technica (Feb.
10, 2023), https://arstechnica.com/information-technology/2023/02/ai-powered-bing-chat-spills-its-secrets-via-
prompt-injection-attack/.

46 The term, “deepfake,” is a portmanteau of “deep learning” and “fake.” The term was popularized by a
Reddit user, @deepfakes, who posted the first viral deepfake video in 2017. See Moncarol Y. Wang, Don'’t
Believe Your Eyes: Fighting Deepfaked Nonconsensual Pornography with Tort Law, 2022 U. Chi. Legal F.
415, 417-18 (2022).

47 Danielle K. Citron & Robert Chesney, Deep Fakes: A Looming Challenge for Privacy, Democracy, and
National Security, 107 Cal. L. Rev. 1753, 1757 (2019). (defining deepfakes as the “full range of hyper-realistic
digital falsification of images, video, and audio”).

48 EPIC Generative Al Report.
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romantic partners with nonconsensual, synthetic sexual imagery,* intimidate journalists,

degrade celebrities,®! and influence election turnout.>>

Worse still, some of the most popular methods for reducing the risks of malicious Al use
and harmful synthetic content—including Al watermarking—may be insufficient by themselves.
Even when Al developers insert watermarks imperceptibly into the pixels or metadata of synthetic
content, as is possible under technologies like Google’s SynthID,>® researchers out of the
University of Maryland have found several ways to break existing watermarking methods—and
even insert false watermarks into images.>*

While NIST should explore ways to durably track and label synthetic content, robust Al
impact assessment requirements, ongoing testing, and transparent disclosure of incident reports
following data leaks or malicious use will still be necessary to meaningfully mitigate the risks of

generative Al

MODEL COLLAPSE AND THE Al FEEDBACK LOOP

Al systems—including generative Al technologies—do not exist within a vacuum. Current
methods for collecting, processing, and using Al training data are subject to the flaws and
worldviews reflected in the sources of data used. And over the past few years, the internet has
exploded with synthetic context. This content is not sequestered in internet walled gardens, but
rather strewn about the web haphazardly>: dozens of news websites now use synthetic content,

Al-generated text and images are flooding online marketplaces like Amazon and Etsy,>’

4 See Matt Burgess, Deepfake Porn is Out of Control, Wired (Oct. 16, 2023),
https://www.wired.com/story/deepfake-porn-is-out-of-control/.

50 See Rana Ayyub, I Was the Victim of a Deepfake Porn Plot Intended to Silence Me, Huft. Post (Nov. 21,
2018), https://www.huffingtonpost.co.uk/entry/deepfake-porn_uk 5bf2¢126e4b0f32bd58ba316.

31 See Kat Tenbarge, Explicit, AI-Generated Taylor Swift Images Continue to Proliferate on X, Instagram and
Facebook, NBC News (Jan. 30, 2024), https://www.nbcnews.com/tech/tech-news/explicit-ai-generated-taylor-
swift-images-continue-proliferate-x-insta-rcnal36193.

52 See Tiffany Hsu, New Hampshire Officials to Investigate A.I. Robocalls Mimicking Biden, N.Y. Times (Jan.
22, 2024), https://www.nytimes.com/2024/01/22/business/media/biden-robocall-ai-new-hampshire.html.

53 Pierce, supra note 28.

54 Kell, supra note 28; Saberi et al., supra note 28.

55 See James Vincent, Al is Killing the Old Web, and the New Web Struggles to be Born, Verge (Jue 26, 2023),
https://www.theverge.com/2023/6/26/23773914/ai-large-language-models-data-scraping-generation-remaking-
web.

56 Matthew Cantor, Nearly 50 News Websites are ‘AI-Generated, a Study Says. Would I Be Able to Tell?,
Guardian (May 8, 2023), https://www.theguardian.com/technology/2023/may/08/ai-generated-news-websites-
study.

57 See Elizabeth Lopatto, I’m Sorry, But I cannot Fulfill This Request as it Goes Against OpenAlI Use Policy,
Verge (Jan. 12, 2024), https://www.theverge.com/2024/1/12/24036156/openai-policy-amazon-ai-listings;
Kaitlyn Tiffany, AI-Generated Junk is Flooding Etsy, Atlantic (June 15, 2023),
https://www.theatlantic.com/technology/archive/2023/06/ai-chatgpt-side-hustle/674415/.
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companies like Snap and Meta are turning to Al chatbots,>® and major search engines like Google
and Bing are weaving Al functionalities into their services.>® In fact, a 2022 report from Europol
estimates that as much as 90% of the internet will be Al-generated by 2026.°

Why does this explosion of synthetic content matter? Because Al developers still
frequently rely on web-scraping to collect Al training data—and synthetic content used in Al
training datasets can cause “irreversible defects in the resulting models.”®! Specifically, training
Al models on synthetic data can cause model collapse: a “degenerative process whereby, over
time, models forget the true underlying data distribution.... This process is inevitable, even for
cases with almost ideal conditions for long-term learning.”%> Without robust training data controls
and resilient techniques for identifying synthetic content, Al systems will only become less

accurate, more biased, and less trustworthy over time.

With Executive Order 14110, NIST has the opportunity to strengthen its Al RMF with the
key transparency, accountability, enforcement, data quality mechanisms necessary to mitigate the
risks of Al hallucinations, malicious Al uses, Al model collapse, and so much more. Al developers
need strong incentives to implement necessary risk management practices, and EPIC urges NIST
to strengthen its Al RMF and companion resources with actionable guardrails and guidelines for
both Al companies and enforcement agencies.

l1l. DATA MINIMIZATION IS CRITICAL FOR EFFECTIVE Al RISK

MANAGEMENT

Responsive to Assignment 3

Section 11(b) of Executive Order 14110 directs NIST to engage in efforts to “advance

responsible global technical standards for Al development and use,” including “best practices

regarding data capture, processing, protection, privacy, confidentiality, handling, and analysis.”®

38 See Alex Heath, Snapchat is Releasing its AI Chatbot to Everyone for Free, Verge (Apr. 19, 2023),
https://www.theverge.com/2023/4/19/23688913/snapchat-my-ai-chatbot-release-open-ai.

39 See Thomas Claburn, A1 is Chaing Search, for Better or For Worse, Register (Jan. 30, 2024),
https://www.theregister.com/2024/01/30/ai_is_changing_search/.

60 Maggie H. Dupré, Experts: 90% of Online Content will be Al-Generated by 2026, Futurism (Sept. 18, 2022),
https://futurism.com/the-byte/experts-90-online-content-ai-generated.

61 Carl Franzen, The AI Feedback Loop: Researchers Warn of ‘Model Collapse’ as Al trains on AI-Generated
Content, VentureBeat (June 12, 2023), https://venturebeat.com/ai/the-ai-feedback-loop-researchers-warn-of-
model-collapse-as-ai-trains-on-ai-generated-content/; Ilia Shumailov et al., The Curse of Recursion: Training
on Generated Data Makes Models Forget, arXiv (Cambridge Univ. Working Paper, 2023),
https://www.cl.cam.ac.uk/~is410/Papers/dementia_arxiv.pdf.

62 1d.

63 88 Fed. Reg. at 75223-24.
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The inclusion of data regulations within responsible global Al standards is critical, as data serves
as the foundation for many of the most common Al risks covered herein and throughout the NIST
AI RMF. Poor data quality controls and unconstrained web scraping weave bias and inaccuracies
(as well as illegal and disturbing material)®* into Al training data, which are then reflected in Al
outputs.® Data security vulnerabilities in AI models enable malicious actors to jailbreak generative
Al technologies to access private information or manipulate model outputs for harmful ends.®
And the sheer demand for Al training data has produced a global and exploitative labor industry
for labeling commercial datasets.®’

To mitigate the most prominent Al risks, NIST must lead on standards for collecting,
processing, auditing, and using Al training data, and one proven method for mitigating data risks
is data minimization.

Data minimization is a framework that requires companies to limit the collection, use,
disclosure, and retention of personal information to that which is necessary for the purpose for
which it was collected. Data minimization allows for certain appropriate necessary uses of personal
information like to perform system maintenance, detect fraud, or protect against spam. In a data
minimization framework, the onus is on a company to demonstrate the necessity and
proportionality of the data processing it performs. With respect to Al, data minimization can ensure
that datasets are used appropriately for legitimate, related, necessary purposes, such as facilitating
audits of systems to ensure fairness or requiring that data be promptly deleted when no longer

necessary.

This standard also stops companies from being incentivized from overcollection and
excessive retention of sensitive personal information to train Al models. Invasive practices like
data scraping allow companies to collect information, including photos and videos, online and use
it to feed and train Al models. Serious privacy harms arise from the collection and use of sensitive
information to feed AI systems. The collection and processing of certain types of sensitive

64 See Ryan Heath, Child Abuse Images Found in AI Training Data, Axios (Dec. 20, 2023),
https://www.axios.com/2023/12/20/ai-training-data-child-abuse-images-stanford.

65 See NIST Al RMF at 38; Reva Schwartz et al., NIST, Toward a Standard for Identifying and Managing Bias
in Artificial Intelligence 14—19 (NIST Special Pub. 1270, Mar. 16, 2022),
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270.pdf.

6 See, e.g., Katyanna Quach, OpenAl’s GPT-4 Finally Meets its Match: Scots Gaelic Smashes Safety
Guardrails, Register (Jan. 31, 2024), https://www.theregister.com/2024/01/31/gpt4_gaelic_safety/; Todd
Bishop, Microsoft Al Engineer Says Company Thwarted Attempt to Expose DALL-E 3 Safety Problems,
GeekWire (Jan. 30, 2024), https://www.geekwire.com/2024/microsoft-ai-engineer-says-company-thwarted-
attempt-expose-dall-e-3-safety-problem/; David Barry, Microsofi’s AI Data Leak Isn’t the Last One We’ll See,
Reworked (Sept. 29, 2023), https://www.reworked.co/information-management/microsofts-ai-data-leak-isnt-
the-last-one-well-see/; Thomas, supra note 42.

67 See, e.g., Adrienne Williams et al., The Exploited Labor Behind Artificial Intelligence, Noema (Oct. 13,
2022), https://www.noemamag.com/the-exploited-labor-behind-artificial-intelligence/.
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information, like emotion-related data or biometric data, in Al systems are some of the most
concerning uses of AL Data minimization prevents this type of collection and use and would
accordingly disrupt the current business model that sustains harmful collection and use of personal
information. EPIC encourages NIST to include a robust data minimization standard to ensure an
effective Al Risk Management Framework because it is the strongest way to limit harmful uses
and impacts of sensitive information within Al systems and prevent the most privacy invasive risks
of Al systems.

IV.TRANSPARENCY & OVERSIGHT ARE CRITICAL FOR EFFECTIVE Al
RISK MANAGEMENT

Responsive to Assignment 3

Allowing Al developers and deployers to implement internal procedures without
transparency obligations or external review mechanisms risks rendering NIST’s substantive Al
risk management procedures meaningless. This is especially true for companies developing and
deploying generative Al systems. In fact, transparency already serves as a core feature within the
draft text of the European Union Artificial Intelligence Act (“EU Al Act”).%” As NIST begins to
develop global Al consensus standards pursuant to Section 11(b) of Executive Order 14110, EPIC
encourages the agency to incorporate key Al transparency accountability provisions already in
place abroad. Between best practices, the EU Al Act, and several other laws in states around the
US and countries around the world, companies using Al will have to increase their transparency —
NIST’s recommendations should be in line with that growing obligation.

Specifically, the EU Al Act addresses Al risks from a harm- and use-case-based
framework. Depending on the level of risk posed by an Al use case to fundamental rights, public
safety, and public health, the Al Act either (1) prohibits the development and deployment of Al
systems for such a use case, (2) imposes mandatory obligations on Al developers, or (3) suggests
a voluntary code of conduct. Under the EU Al Act, generative Al is neither regulated as a

8 AI Now Institute, Data Minimization as A Tool For AI Accountability (2023),
https://ainowinstitute.org/spotlight/data-minimization.

 Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules
on Artificial Intelligence and Amending Certain Union Legislative Acts (“Artificial Intelligence Act™),
COM/2021/0106(COD), https://drive.google.com/file/d/1xfN5ST8VChK8fSh3wUiYtRVOKIi9olcAF/view
[hereinafter “EU AI Act”]. Note that this is not the final version of the regulation. The EU Al Act finished its
lengthy negotiations phase between the Parliament and the Council and is now in the final stages of adoption.
On January 22, 2024, Luca Bertuzzi, a journalist for E.U. news outlet, Euractiv, leaked a post-negotiation draft
of the Al Act text, which is the most recent version of the proposal available to the public. This comment cites
to that version of the draft. The document includes four columns; the first three columns are previous drafts,
and the rightmost column contains the negotiated, most up-to-date text.
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monolithic technology nor separated from other, non-generative Al systems. Therefore, if a
generative Al model falls under a regulated high-risk use case—such as use by a judicial authority
to research and interpret the law—the generative Al model is subject to the high-risk use case
obligations.

The only obligations under the AI Act specific to generative Al models fall on the
“providers” of generative Al models. Providers are natural or legal persons, public authorities,
agencies, or other bodies that develop an Al system or general-purpose Al model, or that has one
developed on its behalf, that puts such system into service or places the model on the European
Union market whether for payment or free of charge.”” Under Article 52(1), providers of Al
systems that “generate synthetic audio, image, video or text content” shall mark the outputs of the
Al system in a “machine-readable format™ to ensure that the outputs are “detectable as artificially
generated or manipulated.””! This technical solution—commonly described as Al watermarking—
is required to be “effective, interoperable, robust and reliable” and should be up to par with the
“generally acknowledged state-of-the-art” technical standards.”® This requirement does not apply
when the Al system performs an assistive function for standard editing or does not substantially
alter the input data (or semantics thereof) provided by the deployer of the Al system. This marking
requirement also does not apply where authorized by law to “detect, prevent, investigate, and

prosecute criminal offenses.””?

Beyond this one provision, generative Al models are otherwise subject to the exact same
regulatory scheme as non-generative Al models. This regulatory scheme includes privacy
safeguards at every level of the Al system’s lifecycle when the Al system’s use is deemed a “high
risk” use case. For example, the EU Al Act requires data training sets to be tailored to the intended
use of the Al system,”® error free to the extent possible,” and requires that the training sets be
evaluated for bias’®—requirements that align broadly with data minimization and data quality
control requirements. Providers of Al are also required to (1) keep documentation regarding the
creation of the data set, including the formulation of assumptions and what the data is supposed to
measure and represent,”’ and (2) make automatic event logging technically possible when
developing high-risk Al systems.”® And before the high-risk Al systems are deployed or placed on

OEU AI Act at Art. 3(2).

" 1d. at Art. 52(1).

"2 Id. But see Kell, supra note 54 (describing limitations on current Al watermarking techniques).
3 EU Al Act at Art. 52(1).

" Id. at Art. 10(2).

5 Id. at Art. 103).

7 Id. at Art. 10(2)(fa).

T Id. at Art. 10(2)(d).

8 Id. at Art. 12.
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the market, providers must do a fundamental rights impact assessment. This impact assessment
must include, among other certifications:

(1) A description of the intended use of the Al product;
(2) The time period within which the Al product will be deployed;

(3) The natural persons or groups likely to be affected by the product’s intended use and the
specific risk of harm to those people;

(4) A description of the risk mitigation procedures, including human oversight measures;
(5) Instructions for deployers on how to use the system appropriately; and

(6) Instructions on how to take corrective action if such risks materialize during the

deployment of the product.”

Next, the EU Al Act requires post-deployment monitoring of high-risk Al systems to
ensure that, as the system is deployed, it continues to comply with the regulations—and its provider
and deployers continue to mitigate Al risks.®® Specifically, providers have a duty to disable,
remove, and/or recall Al systems from the market if there is a significant incident relating to public
safety, public health, or fundamental rights.3! Providers also have a duty to inform deployers, other
downstream users, and the relevant regulatory authorities of such incidents.3? It is critical that there
are members of the regulatory infrastructure besides those who stand to profit from the ongoing
use and growth of a system.

In addition to the fundamental rights impact assessment, providers and deployers are
required to create and maintain a risk management system as a "continuous iterative process
planned and run throughout the entire lifecycle of a high-risk Al system" that includes regular
review and updating.® The risk management system must include the identification and analysis
of known and reasonably foreseeable risks to fundamental rights, public safety, and public health
when the Al system is used in its intended purpose, under conditions of reasonably foreseeable
misuse, and based on data from post-market monitoring.* Special consideration is given to risks
adversely affecting minors and “other vulnerable groups[.]”% In response to the identification of
such risks, providers and deployers shall adopt “appropriate and targeted” risk management

7 Id. at Art. 10(2)(d).
80 Jd. at Art. 61—68e.
81 1d. at Art. 21.

82 1d.

8 Id. at Art. 9(2)(a).
8 1d. at Art. 9(2)(b).
85 Id. at Art. 9(8).
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measures as far as technically feasible through adequate design and development.®® Where risks
cannot be eliminated, providers and deployers shall implement adequate mitigation and control
measures.®’” Providers are expected to provide technical documentation and, in some cases, training
to deployers to ensure that the Al system is used in its intended context to effectively mitigate risk.
Providers must also test high risk Al systems to identify the most appropriate risk mitigation

measures, which may include testing in real world conditions.®3

Lastly, the EU Al Act stresses the importance of Al transparency across all dimensions of
Al risk management. Several obligations center around transparency between providers and
deployers; between providers and end-users who are natural persons; and between providers,
deployers, and the general public. Providers of high-risk Al systems are required to give deployers
technical documentation on how the Al system works, instructions on how to properly use the Al
system, and illustrative examples of the risks and limitations of the Al system to ensure adequate
comprehension.®” As previously mentioned, providers of generative Al should ensure that end-
users who are natural persons should be made aware that they are engaging with synthetic
content.”® And finally, providers of general-purpose Al models like foundation models—and,
when deployers control Al input data, deployers of such models—must keep and publish a
“sufficiently detailed” record of the content used to train the model so that parties with legitimate
interests can enforce their rights.”! These rights may include copyright interests and other rights
related to the data collection process.®?

The EU Al Act, while imperfect, underscores the value of (1) actionable transparency
requirements for both data inputs and Al system outputs, (2) robust Al testing procedures and
impact assessments, and (3) strict data controls like data minimization as tools for effectively
managing Al risks. As NIST develops companion resources for the Al RMF and explores
opportunities to develop global Al consensus standards pursuant to Executive Order 14110, EPIC
urges NIST to incorporate these same Al risk management techniques and lead on global Al
standards.

8 Id. at Art. 9(3), 9(4)(a).

87 1d. at Art. 9(4)(b).

88 1d. at Art. 9(5)—(6).

% 1d. at Art. 13.

0 1d. at Art. 52(1).

o1 Id. at Art. 52¢(2)(d).

%2 Id. at Art. 52¢(2)(c), Recital 60j; see also, e.g., Commission Regulation 2016/679 of Apr. 27, 2016, on the
protection of natural persons with regard to the processing of personal data and on the free

movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation) O.J. (L
119.1), Art. 12-23. (including the right to access data, right to erasure, and right to rectification, among

others).
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CONCLUSION

EPIC welcomes NIST’s efforts to bolster its responsible Al development and use standards
in response to Executive Order 14110 and applauds NIST’s decision to focus on the current risks
and harms of generative Al technologies instead of imagined existential threats. NIST can and

should use its statutory authority and recent Presidential mandate to:

1. Clarify and expand the applicability of existing Al risk management techniques under
the AI RMF to generative Al technologies;

2. Bolster key provisions of the AI RMF—including transparency and disclosure
requirements, Al testing requirements, and data controls—to incentivize compliance
and guide enforcement against negligent Al developers and malicious Al actors;

3. Incorporate strong data minimization principles within the Al RMF and companion

resources to mitigate myriad Al risks at the data source; and

4. Explore opportunities to incorporate strong Al risk management language from the EU
Al Act, including specific language around Al transparency and accountability
requirements, within global Al consensus standards.

We appreciate this opportunity to reply to NIST’s RFI and are willing to engage with NIST
further on any of the issues raised within our comment, including the centrality of data controls to
Al risk management, the value and structure of effective Al red-teaming, and the emerging risks
of generative Al. EPIC has also joined the U.S. Al Safety Institute Consortium (AISIC) and plans
to engage further with responsible Al development and use standards therein. EPIC’s
recommendations align closely to the goals of Executive Order 14110 and the NIST AI RMF to
increase the safety, equity, and reliability of Al technologies both now and long into the future.

Respectfully submitted,
/s/ Ben Winters
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Notes on this Paper:

This is version 1 of this paper and is reflective of documented and
anticipated harms of Generative Al as of May 15, 2023. Due to the fast-
changing pace of development, use, and harms of Generative Al, we want to
acknowledge that this is an inherently dynamic paper, subject to changes in
the future.

Throughout this paper, we use a standard format to explain the typology of
harms that generative Al can produce. Each section first explains relevant
background information and potential risks imposed by generative Al, then
highlights specifics harms and interventions that scholars and regulators
have pursued to remedy each harm. This paper draws on two taxonomies of
A.l. harms to guide our analysis:

1. Danielle Citron’s and Daniel Solove’s Typology of Privacy Harms,
comprising physical, economic, reputational, psychological, autonomy,
discrimination, and relationship harms;' and

2. Joy Buolamwini’s Taxonomy of Algorithmic Harms, comprising loss of
opportunity, economic loss, and social stigmatization, including loss of
liberty, increased surveillance, stereotype reinforcement, and other
dignitary harms.?

These taxonomies do not necessarily cover all potential Al harms, and our
use of these taxonomies is meant to help readers visualize and
contextualize Al harms without limiting the types and variety of Al harms that
readers consider.
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Introduction

OpenAl’s decision to release ChatGPT, a chatbot built on the Large
Language Model GPT-3, last November thrust Al tools to the forefront of
public consciousness. In the last six months, new Al tools used to generate
text, images, video, and audio based on user prompts exploded in
popularity. Suddenly, phrases like Stable Diffusion, Hallucinations, and Value
Alignment were everywhere. Each day, new stories about the different
capabilities of generative Al—and their potential for harm—emerged without
any clear indication of what would come next or what impacts these tools
would have.

While generative Al may be new, its harms are not. Al scholars have been
warning us of the problems that large Al models can cause for years.® These
old problems are exacerbated by the industry’s shift in goals from research
and transparency to profit, opacity, and concentration of power. The
widespread availability and hype of these tools has led to increased harm
both individually and on a massive scale. Al replicates racial, gender, and
disability discrimination, and these harms are weaved inextricably through
every issue highlighted in this report.

OpenAl and other companies’ decisions to rapidly integrate generative Al
technology into consumer-facing products and services have undermined
longstanding efforts to make Al development transparent and accountable,
leaving many regulators scrambling to prepare for the repercussions. And it
is clear that generative Al systems can significantly amplify risks to both
individual privacy and to democracy and cybersecurity generally. In the
words of the OpenAl CEO, who indeed had the power not to accelerate the
release of this technology, “I’'m especially concerned that these models
could be used for widespread misinformation...[and] offensive cyberattacks.”

EPIC | Generating Harm: Generative Al's Impact and Paths Forward i



Introduction

safeguards is clear evidence that self-regulation has failed. Hundreds of

This rapid deployment of generative Al systems without adequate

entities, from corporations to media and government entities, are
developing and looking to rapidly integrate these untested Al tools into a
wide range of systems. And this rapid rollout will have disastrous results
without necessary fairness, accountability, and transparency protections
built in from the beginning.

We are at a critical juncture as policymakers and industry around the globe
are focusing on the substantial risks and opportunities posed by Al. There is
an opportunity to make this technology work for people. Companies should
be required to show their work, make it clear when Al is in use, and offer
informed consent throughout the training, development, and use process.

One thread of public concern focuses on Al's “existential” risks—speculative
long-term risks in which robots replace humans at work, socially, and
ultimately taking over, a la “I, Robot.” Some legislators on the state and
federal level have begun to take the issue of addressing Al more seriously—
however, it remains to be seen if their focus will be only on supporting
companies with their development of Al tools and requiring marginal
disclosure and transparency requirements. Enacting clear prohibitions on
high-risk uses, addressing the easy spread of disinformation, requiring
meaningful and proactive disclosures that facilitate informed consent, and
bolstering consumer protection agencies are necessary to address the
harms and risks specific to generative Al. This paper strives to provide a
broad outline of different issues that the use of generative Al brings up,
educate lawmakers and the public, and offer some paths forward to mitigate
harm.

- Ben Winters, Senior Counsel
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Turbocharging
Information
Manipulation

BACKGROUND AND RISKS

The widespread availability of free and low-cost generative Al tools

facilitates the spread of high volumes of text, image, voice, and video
content. Much of the content created by Al systems is likely benign or could
be beneficial to specific audiences, but these systems will also facilitate the
spread of extremely harmful content. For example, generative Al tools can
and will be used to propagate content that is false, misleading, biased,
inflammatory, or dangerous. As generative Al tools grow more sophisticated,
it will be quicker, cheaper, and easier to produce this content—and existing
harmful content can serve as the foundation to produce more. In this
section, we consider five categories of harmful content that Al tools would
turbocharge: Scams, Disinformation, Misinformation, Cybersecurity Threats,
and Clickbait and Surveillance Advertising. Though we draw distinctions
between disinformation (purposeful spread of false information) and
misinformation (less purposeful spread or creation of false information), the
spread of Al-generated content will blur this line for parties that use Al-
generated content without first editing or factchecking it. Entities using Al-
generated outputs without exercising due diligence should be held jointly
responsible with the entity behind the generation of that output for the harm
it causes.

EPIC | Generating Harm: Generative Al's Impact and Paths Forward 1
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CASE STUDY - ELECTION 2024

Products using GPT-4 and subsequent large language models can
create quick and unique human-sounding “scripts” that can be
distributed via text, email, print, or through an Al voice generator
combined with Al video generators. These Al-generated scripts can
be used to dissuade or scare voters—or spread misinformation about
voting or elections. In 2022, for example, text messages were sent to

voters in at least five states with purposefully wrong voting
information. This type of election misinformation has become
common in recent years, but generative Al tools will supercharge bad
actors’ ability to quickly spread believable election misinformation.
Congress must enact legislation that protects against deliberate
voter intimidation, deterrence, or interference through false or
misleading information, as well as false claims of endorsement.

SCAMS

Scam phone calls, texts, and emails have long been out of control, harming
the public in many ways. In 2021 alone, 2.8 million consumers filed fraud
reports with the FTC, claiming more than $2.3 billion in losses, and nearly 1.4
million consumers filed identity theft reports.* Generative Al can accelerate
the creation, personalization, and believability of these various scams using
Al-generated text, voices, and videos. Al voice generation can also be used
to mimic the voice of a loved one, calling to request immediately financial
assistance for bail, legal help, or ransom.®

According to a 2022 report from EPIC and the National Consumer Law
Center, there are over one billion scam robocalls made to American
telephones each month, which led to nearly $30 billion in consumer losses
between June 2020-21—most frequently targeting vulnerable communities
like seniors, individuals with disabilities, and people in debt.® These scams
are made at scale, and often use an automated voice speaking a script
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generated by a text generator like ChatGPT designed to pretend they’re
someone of authority to scare consumers into sending money. In 2022,
estimated consumer losses increased to $39.5 billion,” with the FTC
reporting more than $326 million lost from scam texts alone.®

Auto dialers, robo-texts, robo-emails, and mailers, combined with data
brokers that sell lists of numbers or email addresses, enable entities to send
out a massive number of messages at once. The same data brokers can sell
lists of people as potential targets along with “insights” about their mental
health conditions, religious beliefs, or sexuality that can be exploited. The
degree of targeting that data brokers are allowed to use on individuals
exacerbates Al-generated harm.

Text generation services also increase the likelihood of successful phishing
scams and election interference by bad actors. This has already happened—
in a 2021 study, researchers found phishing emails generated by GPT-3
were more effective than human-generated ones.® Generative Al can
expand the pool of potentially effective fraudsters by aiding people with
limited English skills in crafting natural and accurate-sounding emails that
can then target employees, intelligence targets, and individuals in a way that
makes it much more difficult to detect the scam.

DISINFORMATION

Bad actors can also use generative Al tools to produce adaptable content
designed to support a campaign, political agenda, or hateful position and
spread that information quickly and inexpensively across many platforms.
This rapid spread of false or misleading content—Al-facilitated
disinformation—can also create a cyclical effect for generative Al: when a
high volume of disinformation is pumped into the digital ecosystem and
more generative systems are trained on that information via reinforcement
learning methods, for example, false or misleading inputs can create
increasingly incorrect outputs.
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The use of generative Al tools to accelerate the spread of disinformation
could fuel efforts to influence public opinion, harass specific individuals, or
affect politics and elections. The impacts of increased disinformation may be
far-reaching and cannot be easily countered once spread; this is especially
concerning given the risks disinformation poses to the democratic process.

MISINFORMATION

The phenomenon of inaccurate outputs by text-generating large language
models like Bard or ChatGPT has already been widely documented. Even
without the intent to lie or mislead, these generative Al tools can produce
harmful misinformation. The harm is exacerbated by the polished and
typically well-written style that Al generated text follows and the inclusion
among true facts, which can give falsehoods a veneer of legitimacy. As
reported in the Washington Post, for example, a law professor was included
on an Al-generated “list of legal scholars who had sexually harassed
someone,” even when no such allegation existed.’® As Princeton Professor
Arvind Narayanan said in an interview with The Markup:

Sayash Kapoor and | call it a bullshit generator, as have others
as well. We mean this not in a normative sense but in a
relatively precise sense. We mean that it is trained to produce
plausible text. It is very good at being persuasive, but it’s not
trained to produce true statements. It often produces true
statements as a side effect of being plausible and persuasive,
but that is not the goal."

Al-generated content implicates a broader legal issue as well: our trust in
what we see and hear. As Al-generated media becomes more common, so
too will circumstances where we are tricked into believing something
fictional is real?—or that something real is fictional.® When individuals can
no longer trust information and new information is generated faster than it
can be checked for accuracy, what can they do? Information sources like
Wikipedia could be overwhelmed with false Al-generated content. This can
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be harmful in targeted situations by inducing a target to act under the
assumption that, e.g., their loved ones are in crisis."

SECURITY

The same phishing concerns described above pose a security threat.
Though chatbots cannot (yet) develop their own novel malware from
scratch, hackers could soon potentially use the coding abilities of large
language models like ChatGPT to create malware that can then be minutely
adjusted for maximum reach and effect, essentially allowing more novice
hackers to become a serious security risk. In fact, security professionals
have noted that hackers are already discussing how to install malware and
extract information from targets using ChatGPT."™

Generative Al tools could very well begin to learn from repeated exposure
to malware and be able to develop more novel and unpredictable malware
that evades detection by common security systems.

CLICKBAIT AND FEEDING THE SURVEILLANCE
ADVERTISING ECOSYSTEM

Beyond misinformation and disinformation, generative Al can be used to
create clickbait headlines and articles, which manipulate how users navigate
the internet and applications. For example, generative Al is being used to
create full articles, regardless of their veracity, grammar, or lack of common
sense, to drive search engine optimization and create more webpages that
users will click on. These mechanisms attempt to maximize clicks and
engagement at the truth’s expense, degrading users’ experiences in the
process. Generative Al continues to feed this harmful cycle by spreading
misinformation at faster rates, creating headlines that maximize views and
undermine consumer autonomy.
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HARMS

e Economic/Economic Loss: Successful scams and malware can result
in victims’ direct economic loss through extortion, trickery, or gaining
access to financial accounts. This can lead to long-term impacts on
credit as well.

e Reputational/Relationship/Social Stigmatization: Misinformation and
disinformation can generate and spread false or harmful information
about an individual resulting in harm to their reputation in the
community, potential damage to their personal and professional
relationships, and impacts to their dignity.

e Psychological—Emotional Distress: Disinformation and
misinformation can cause severe emotional harm as individuals
navigate the impacts of false information being spread about them—in
addition, many individuals face shame and embarrassment if they are
the victim of scams and may feel manipulated or used in the context of
clickbait and surveillance advertising.

e Psychological—Disturbance: The influx of false or misleading
information and clickbait makes it difficult for individuals to carry on
their daily activities online.

e Autonomy: The spread of misinformation and disinformation makes it
increasingly difficult for individuals to make properly informed choices
and the manipulative nature of surveillance advertising complicates
the issue of choice even further.

¢ Discrimination: Scams, disinformation, misinformation, malware, and
clickbait all prey on vulnerabilities of the “marks,” including
membership in certain vulnerable groups and categories (the elderly,
immigrants, etc.).

EPIC | Generating Harm: Generative Al's Impact and Paths Forward 6
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EXAMPLES

e People used Al to call in fake bomb threats to public places like
schools.™

e Al voice generators were used call people’s loved ones, convincing
them that their family member was in jail and desperately needed
money for bail and legal assistance.”

e The Center for Countering Digital Hate tested Google’s Bard chatbot
to see if they would replicate 100 common conspiracy theories
including Holocaust denial and saying the mass child murder tragedy
at Sandy Hook was staged using “crisis actors.” Bard pumped out text
based on these lies 78 out of 100 times without context or disclosure.

e Unedited Al Spam was found by Vice reporters widely throughout the
internet.”®

e CNET, a tech news website, paused its use of Al and issued
corrections in 41 out of the 77 stories that it published which had been
written using an Al tool. The Al-written articles, which were designed
to be viewed more on Google searches to increase ad revenue,
contained inaccurate and misleading information.”™

e Similarly, Buzzfeed reportedly published Al-written content, namely
travel guides, with the aim to attract search traffic about different
destinations. The quality of the results was uniformly reviewed as
useless and unhelpful.?°

INTERVENTIONS

e Enact a law that makes intimidating, deceiving, or deliberately
misinforming someone about an election or candidate illegal
(regardless of the means), such as the Deceptive Practices and Voter
Intimidation Prevention Act.
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e Pass the American Data Privacy Protection Act. The ADPPA will limit
the collection and use of personal information to that which is
reasonably necessary and proportionate to the purpose for which the
information was collected. Such limitation will limit personal
information being used to profile users to target them with ads,
phishing attempts, and other scams. The ADPPA will also restrict the
use of personal data to train generative Al systems that can
manipulate users.

e Promulgate an FTC Commercial Surveillance rule that sets a data
minimization standard prohibiting out-of-context secondary uses of
personal information, which would similarly prevent training generative Al
systems using personal information collected for an unrelated purpose.

EPIC | Generating Harm: Generative Al's Impact and Paths Forward 8



Harassment,
Impersonation, and
Extortion

BACKGROUND AND RISKS

Some of the earliest uses—or misuses—of generative Al technologies are
deepfakes:?' realistic images or videos created using machine-learning
algorithms to depict someone as saying or doing something they did not—
often by replacing the likeness of one person with that of another.??
Deepfakes and other Al-generated content can be used to facilitate or
exacerbate many of the harms listed throughout this report, but this section
focuses on one subset: intentional, targeted abuse of individuals. Al-
generated images and videos provide several ways for bad actors to
impersonate, harass, humiliate, exploit, and blackmail others. For example, a
deepfake video could show a victim praising a cause they detest or
engaging in sexually explicit or otherwise humiliating acts. These images
and videos can spread rapidly across the internet as well, making it difficult
or impossible for victims, law enforcement, and other interested parties to
identify the creator(s) and ensure harmful deepfakes are removed.
Unfortunately, many victims of targeted deepfakes are left without recourse,
and those who pursue recourse are often forced to identify and confront the
perpetrators themselves.

The harms of synthetic media predate Al and machine learning. As far back
as the 1990s, commercial photo editing software enabled users to alter
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appearances or swap faces in photos. However, modern deepfakes and
other Al-generated synthetic content trace their roots to Google’s 2015
release of TensorFlow, an open-source tool for building machine-learning
models, and the viral spread of a 2017 deepfake created using such a tool.?
To create these early deepfakes—many of which involved placing
celebrities’ faces onto the bodies of pornographic film actors—a creator had
to build a machine-learning model (often, a generative adversarial network,
or GAN) using a tool like TensorFlow, train it on various image, video, or
audio files, and then instruct the model to map a specific person’s features
or voice onto another person’s body.?* The release of new generative Al
services like Midjourney and Runway removed these technical hurdles,
enabling anyone to quickly create Al-generated content by providing a few
key images, a source video, or even text entries.

At its core, using Al-generated content to impersonate, harass, humiliate,
exploit, or blackmail an individual or organization is frequently no different
from doing the same using other methods. Victims of deepfake harms may
still turn to existing criminal and civil remedies for fraud,?® impersonation,?®
extortion,?” and cyberstalking?® to redress malicious uses of generative Al
tools. However, generative Al raises novel legal issues and exacerbates
harm in new ways, straining the ability of victims and regulators alike to use
existing legal avenues to redress harm. For example, deepfake
impersonations of deceased people—a phenomenon described as
“ghostbots”—may not only implicate defamation law, but also cause
emotional distress among a deceased individual’s loved ones where false
textual quotes may not.?° These new legal issues fall into roughly three
categories: issues involving malicious intent; issues involving privacy and
consent; and issues involving believability.

EPIC | Generating Harm: Generative Al's Impact and Paths Forward 10
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CASE STUDY - SILENCING A JOURNALIST

In April of 2018, Indian investigative journalist Rana Ayyub
received an email from a source within the Modi government. A
video of her engaging in sexual acts was going viral, leading to
public humiliation and criticism from those who wanted to discredit

her work. But it was a fake. Ayyub’s likeness was inserted into a
pornographic video using an early deepfake technology. As public
scrutiny increased, her home address and cell phone information
were leaked, leading to death and rape threats. This early video
was circulated to harass, shame, and ostracize a vocal critic of the
government — and for months, it succeeded.

MALICIOUS INTENT

A frequent malicious use case of generative Al to harm, humiliate, or
sexualize another person involves generating deepfakes of nonconsensual
sexual imagery or videos. These sexual deepfakes are some of the earliest
and most common examples of deepfake technology, garnering widespread
media attention.>° However, many existing nonconsensual pornography
laws limit liability to circumstances where content is published with an intent
to harm.® Some malicious uses of generative Al no doubt meet this
threshold, but many deepfake creators may not intend to harm the subject
of a sexual deepfake; rather, they may create and circulate the deepfake
without ever expecting the subject to see or be impacted by the content.

Intent requirements permeate other criminal laws applicable to malicious
uses of generative A.l as well. For example, the federal cyberstalking
statute, 18 U.S.C. § 2261A, only applies to those who act “with the intent to
kill, injure, harass, intimidate, or place under surveillance [with similar
intent].” State impersonation statutes like California Penal Code § 528.5
similarly limit enforcement to those who impersonate another “for purposes
of harming, intimidating, threatening, or defrauding another person.” Using
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generative Al to intimidate, harass,
defraud, or extort another person may

fall within these criminal statutes, but The standard approach to

creating harmful or sexual deepfakes deepfake creation uses a
for personal enjoyment or machine-learning model to
entertainment may not. detect key points within a

reference frame or
Lastly, divining the intent of a deepfake video—called the “driving

creator is made more difficult by a video”—then mapping a

modern feature of many online targeted individual’s pho-
to—the “source photo”—onto

platforms: user anonymity. When a .
each frame using the key

victim becomes aware of a malicious

points. For example, a
machine-learning model may

deepfake as it spreads online—as

happened to Journalist Rana Ayyub in be trained to detect several
2018—it can be incredibly difficult, if points on a person’s face
not impossible, to track down the within a video, then map the

source photo onto a face in the
video based on these key
points. The resulting photo or

original creator to bring a lawsuit or
criminal charges.

PRIVACY AND CONSENT video—a deepfake—can then
be edited to remove minor
Even when a victim of targeted, Al- artifacts that would reveal the

generated harms successfully inauthenticity of the deepfake.
identifies a deepfake creator with

malicious intent, they may still struggle to redress many harms because the
generated image or video isn’t the victim, but instead a composite image or
video using aspects of multiple sources to create a believable, yet fictional,
scene. At their core, these Al-generated images and videos circumvent
traditional notions of privacy and consent: because they rely on public
images and videos, like those posted on social media websites, they often
don’t rely on any private information. This feature of Al-generated content
excludes certain traditional privacy torts, including intrusion upon seclusion
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and publication of private facts, which depend explicitly on the publication
or intrusion upon private facts.3? Other privacy torts, including false light,
fare better because they only require plaintiffs to show that the creator knew
or recklessly disregarded whether a reasonable person would find the Al-
generated content highly offensive. Still, these claims too face a difficult
legal hurdle: the First Amendment.>*

The generative nature of new Al tools like Midjourney and Runway places
them at a difficult crossroads between free expression protections and
privacy protections for deepfake victims. Many Al-generated photos and
videos transform source material or include new content in ways that may
be protected under the First Amendment, but they can appear to be real
footage of the victim in embarrassing, sexual, or otherwise undesirable
circumstances. This tension between free speech, privacy, and consent
raises new and difficult legal questions for both private individuals and
public figures like celebrities and politicians.

Consider the issue of consent. Many harmful Al depictions of private
individuals use public source photos that victims post online. Victims may
disapprove of the fictional, yet believable, photos and videos that generative
Al tools produce of them, but existing legal claims may not provide the
remedies these victims expect. Although the legal right of publicity originally
protected the privacy and dignity of individuals, for example, some modern
courts have focused their attention on the economic interest that a victim
holds in their identity—namely, celebrities’ economic interest in their public
image, which others may appropriate for their own commercial gain.® These
courts and similar state appropriation laws may not provide the easy legal
remedy that victims expect when facing nonconsensual deepfakes; they
may expect the victim to show some economic or physical injury in addition
to their lack of consent, or they may expect the deepfake creator to have
benefited financially. These laws and judicial interpretations did not develop
with generative Al in mind, meaning that even Al harms that should be easy
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to remedy can become complex, costly, and confusing for victims. Of
course, victims of malicious deepfakes and other Al-generated content can
still pursue several other legal claims, such as defamation or negligent
infliction of emotional distress, but the generative nature of new Al tools
suggest that even these claims may face legal hurdles. The novelty and
scalability of generative Al can be obstacles for victims of malicious
deepfakes, even when their underlying legal claim is strong.

Defamation is yet another example of a legal claim made more challenging
by generative Al. While private individuals may hold the creator of a
defamatory deepfake liable so long as the depiction was false and harmed
the victim, public figures like celebrities and politicians must overcome a
higher First Amendment hurdle to get redress. In New York Times Co. v.
Sullivan, for example, the Supreme Court held that public figures had to
show that a defendant published defamatory material with actual malice—in
other words, “with knowledge that it was false or with reckless disregard of
whether it was false or not.”*®* And in Hustler Magazine, Inc. v. Falwell, the
Supreme Court applied the same standard to defeat a claim of intentional
infliction of emotional distress.® However, the actual malice standard
applied in these cases developed based on assumptions about what a
reasonably prudent person could do to investigate and uncover the truth of
information they receive. As generative Al tools grow more sophisticated, it
will only become more difficult for individuals and press organizations to tell
whether something is real or generated by Al, effectively raising the hurdle
that public figures must overcome to redress harms caused by defamatory
deepfakes.

Importantly, the malicious use of generative Al can impact everyone—private
individuals and public figures alike. The distinction between private
individuals and public figures within the law is far from clear, and both
private individuals and public figures have successfully overcome the First
Amendment, privacy, and consent hurdles discussed above.*® These cases
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and the legal tests they implicate merely highlight legal assumptions that
may not hold true when someone uses generative Al to impersonate,
harass, defame, or otherwise harm others—Ilegal assumptions that may
impose barriers to redress and perpetuate Al-generated harm. While many
traditional legal remedies may still be available for victims of malicious
deepfakes and other generative Al harms, the novel legal questions that
generative Al raises—as well as the potentially massive volume of violations
that a publicly available generative Al tool can produce—will no doubt make
these legal remedies harder to pursue and less effective in practice.

BELIEVABILITY

Deepfakes can impose real social injuries on their subjects when they are
circulated to viewers who think they are real. Even when a deepfake is
debunked, it can have a persistent negative impact on how others view the
subject of the deepfake.®® And the believability of Al-generated content can
undermine victims’ ability to pursue legal redress as well. The proliferation
of generative Al and deepfakes undermines core assumptions about how
legal fact-finding and the authentication of evidence occurs.*® Currently, the
bar for authenticating courtroom evidence is not particularly high.*' All a
claimant must show is that a reasonable juror could find in favor of
authenticity or identification,*? after which point the determination of
authenticity is up to the jury.*® In addition, many courts have adopted
assumptions about the authenticity of aural and visual evidence that
deepfakes undermine. For example, some courts recognize the “silent
witness” theory of video authentication, wherein the existence of a
recording speaks to the evidence’s authenticity without the need for a
human witness’s observations.** Others assume the authenticity of evidence
taken from press archives or government databases, both of which may be
vulnerable to deepfakes.*® As Al-generated content grows more common
and more believable, courts and regulators alike will need to identify and
adopt methods to determine whether images and videos are real and
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reconsider legal assumptions about the truth and value of evidence
submitted at trial.

HARMS

. Physical: In some contexts, believable deepfakes of the victim
seeming to engage in certain behaviors may put them at risk of
physical harm and violence, for example, in cultures where publicly
known sex acts would shame the family or in cultures where same-sex
relationships are illegal.

« Economic/Economic Loss: Distribution of Al-generated fake images
and videos that are pornographic in nature or touch on hot-button
political or social topics could lead to job loss for the victim as well as
trouble finding future employment.

. Reputational/Relationship/Social Stigmatization: Victims’ standing in
the community, intimate and professional relationships, and dignity
could all be severely damaged or destroyed if, for example, deepfakes
convinced others that person was cheating on a partner or engaging
in illicit acts with minors.

« Psychological: Victims of these attacks often feel severely violated
and may face feelings of hopelessness and fear that their lives have
been destroyed.

. Autonomy/Loss of Opportunity: Deepfakes have already been
weaponized to intentionally silence journalists, activists, and other
vulnerable individuals and can lead to loss of opportunity and change
in life circumstances if believed broadly. This can also contribute to a
threat to democracy and social change.
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Autonomy/Discrimination: Deepfakes can easily be tools used to

target already-vulnerable individuals belonging to marginalized groups
or to make individuals appear to belong to marginalized groups—they
also may reinforce negative attitudes about sex work and sex workers.

EXAMPLES

The European Union’s police force issued an official warning that
“grim” criminal abuse using ChatGPT and other generative Al tools is
here and growing.*®

A Twitch streamer made Deepfake porn of another Twitch streamer,
imposing her face onto porn and passing it off as if it was her.”’

A TikTok user spoke out about digitally created nude photos of her
shared on the internet. The photos were used to threaten and
blackmail her.*®

Video game voice actors had their voice taken and used to train an Al
to use their voice to harass and expose information about them, all
without their knowledge or consent.*

INTERVENTIONS

e Technological solutions include deepfake detection software and

methods for watermarking Al-generated content. These solutions may
help victims, courts, and regulators identify Al-generated content, but
the effectiveness of these solutions depends entirely on technical
experts and responsible Al actors developing innovative detection
and authentication tools faster than malicious Al developers can
develop new, harder-to-detect Al tools.

Many longstanding legal tools may still apply despite the novel
features of generative Al tools and the legal challenges they impose.
For example, deepfakes that exploit copyrighted content—potentially
including photos that victims took of themselves®*°*—may be vulnerable
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to traditional copyright claims. Depending on the circumstances
surrounding the Al-generated content, victims may also turn to various
tort claims like defamation, false light, intentional infliction of
emotional distress, and appropriation of name and likeness.” To
circumvent the challenge of identifying anonymous creators, victims
may be able to sue the online platforms that host and circulate
malicious Al-generated content if the platforms—including the
providers of Al tools like Midjourney and Runway— materially
contributed to what makes the content harmful or otherwise illegal.>?
And several criminal laws, from criminal impersonation and fraud
statutes to incitement to violence, could apply to claims involving the
malicious circulation of Al-generated content.>®

e Several regulatory interventions may further protect victims of
deepfakes and other malicious uses of generative Al. While a general
ban on deepfakes or generative Al tools may run afoul of the First
Amendment,>* expanding claims under copyright law or privacy torts
to cover fictional depictions of victims created with reckless disregard
to the content’s impact on victims would go far to redress the harms
caused by malicious uses of generative Al. Criminal statutes could
also be updated or complemented with statutory language that
captures the issues raised above, including language that lowers the
intent required to hold someone liable for nonconsensual, Al-
generated sexual depictions of another person. And given the
difficulty in identifying believable deepfakes and authenticating
evidence, the Federal Rules of Evidence may benefit from higher
authentication standards to counteract possible deepfakes. Lastly,
malicious deepfakes and other Al-generated content created for
commercial purposes could be regulated by administrative agencies
like the Federal Trade Commission and state Attorneys General
Offices on the grounds that they are unfair and deceptive.>®
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Spotlight:
Section 230

Section 230 of the Communications Decency Act says that a provider of an
interactive computer service is not to be “treated as the publisher or
speaker of information provided by” a third party.>® Historically, companies—
and courts—have taken an expansive view on what it means to treat a
company as the publisher or speaker of information—basically, if the lawsuit
had anything to do with third-party provided content, companies claimed
Section 230 immunity. In recent years, courts have begun to cabin Section
230’s reach, finding instead that companies can only claim Section 230
immunity if the basis for liability is dissemination of improper information that
the company played no role in making improper.®’

Generative Al tools do not get blanket immunity: Some commentators
have framed the generative Al Section 230 debate as an all-or-nothing
determination, with some proclaiming that generative Al tools receive

Section 230 immunity*® and others proclaiming they do not.>® But judges in
recent major court decisions have declined to apply Section 230 in such a
broad manner. Instead, courts apply Section 230 on a claim-by-claim basis.®°
Thus, whether a company will get Section 230 protection will depend on the
specific facts and legal obligations at issue, not simply whether they have
deployed a generative Al tool.

Section 230 should not apply to some claims, like products liability
claims, because they do not treat the company as the publisher or
speaker of information: In the past, courts have applied Section 230 very
broadly, largely by reading the provision to mean that a company is treated
as the publisher or speaker whenever their allegedly unlawful activities
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involved the dissemination of third-party information. Courts have begun to
backtrack on this and are recognizing that Section 230 does not protect
against claims that target a company’s own obligations not to cause harm.®

Thus, claims that generative Al companies violated their own duties
regarding the design of their service, the collection, use, or disclosure of
information, and the creation of content should not be barred by Section
230.

For instance, generative Al companies will have difficulty using Section 230
to escape product liability claims—such as for negligent design or failure to
warn—at least in the Ninth Circuit, where courts now recognize that such
claims are based not on harm caused by third-party information but on a
company’s breach of their duty to design products that do not pose an
unreasonable risk of injury to consumers.®? Generative Al companies should
also have to face claims that they violated privacy laws that limit how
generative Al companies can collect, use, and disclose personal information
because these laws impose duties on companies to respect the privacy
interests of third-parties.

Generative Al companies will not get Section 230 protection when the
tool is wholly responsible for creating the content: Generative Al
companies could potentially face several different types of claims about the
information that their tools generate. Section 230 provides companies with
protection for legal claims based on information provided by another party—
another “information content provider,” in Section 230 lingo. An information
content provider is defined as “any person or entity that is responsible, in
whole or in part, for the creation or development of information” provided to
the company.®® So, a generative Al company does not get Section 230
protection if it is, itself, an information content provider of the information at
issue—that is, if the company “is responsible, in whole or in part, for the
creation or development of the information.”
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When a generative Al tool is alleged to have created new harmful content,
such as when it “hallucinates” or makes up information that is not in its
training data,®* the legal claim is not based on third-party information and
Section 230 should not apply. For example, when a generative Al tool
makes up false and reputationally damaging information about an individual,
the generative Al company will not be protected by Section 230 for, say,
defamation or false light, because the company, and not any third party, is
responsible for creating the false and reputationally damaging information
that is the basis for the legal claim.

Generative Al companies will not get Section 230 protection when they
materially contribute to the improper content: In some cases, generative Al
companies will try to argue that the outputs at issue originated with a third
party, either as user input or training data.®® In such cases, courts will have
to determine whether the company created or developed the information in
part. The prevailing test is whether the company materially contributed to

making the information improper.®® Material contribution can include altering

or summarizing third-party information to make it violate a law,®’ requiring or
encouraging the third party to input information that violates a law,®® or
otherwise acting in a way that contributes to the illegality.

When a user asks that a generative Al tool create misinformation or a
deepfake, or when a tool uses training data to create harmful content, the
tool transforms inputs into harmful content and the company that deployed it
should not be able to use Section 230 to avoid liability. The user inputs—the
request for harmful information, the photos or videos of the target of a
deepfake—are not themselves harmful or sufficient to create the harmful
content. After all, that is why the user is using generative Al to create the
content. The inputs are also unlikely, on their own, to be sufficient to form
the legal basis for the claim against the generative Al company. In such
scenarios, a company deploying a generative Al tool materially contributes
to the improper information by transforming information that cannot form the
basis for liability into information that can form the basis for liability.
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If, on the other hand, a user asks a generative Al tool to simply repeat a
defamatory statement that the user enters into the tool, or to repeat harmful
information from other sources, the tool may not materially contribute to the
harm and may, consequently, benefit from Section 230 protection.

Section 230 should not be an obstacle to holding
companies accountable for harms caused by
generative Al tools. Any new regulation or claim
should be stated in terms of the generative Al

company’s obligations and the harm the tool itself

caused by generating harmful content.

It is not clear that scraped training data is information “provided by” a
third party: To obtain Section 230 protection, a company must show that
the information that forms the basis for liability was “provided by” a third
party. There is very little precedent on the question of when information has
been “provided by” a third party.®® To “provide” information can mean to
supply it or make it available to another.”® Generative Al companies would
likely argue that publicly available information is made available for
everyone to republish, including generative Al tools. But it is not at all clear
that third parties intend to make their information available to generative Al
tools simply by making their information viewable by a general audience on
the internet—in fact, in many cases it is clearly the opposite.

The relationship between the internet company and the third-party
information provider matters for determining whether the third party
provided the information.” The types of services that Section 230 originally
contemplated had users that directly provided information to the service,
such as the Prodigy message boards that were the basis of the case that
inspired Section 230.”?2 Search engines and other types of services that third
parties do not provide information directly to have also been found to enjoy
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some Section 230 protection,” but even these companies afford third
parties some control over whether and to what extent their information is
published or republished on their services. For example, websites can tell
Google’s search engine crawlers not to index their pages,’* but there is no
effective means to block an Al company from scraping their site.”> The lack
of control third parties have over the use of their information in generative Al
tools, along with similar considerations described in [privacy section], could
sway courts against finding that scraped data is “provided by” third parties.
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Profits Over Privacy:
Increased Opaque
Data Collection

BACKGROUND AND RISKS

Generative Al tools are built on top of a variety of large, complex machine-
learning models, which need a large amount of training data to function. For

tools like ChatGPT, the data includes text scraped from across the internet.
For products like Lensa or Stable Diffusion, the data includes photos and art.
With generative Al’s voracious need for data, many Al developers may
scrape the web indiscriminately for data. While, in some cases, these
developers attempt to sanitize their training data by filtering out protected
work, explicit content, hate speech, or biased inputs, the practice of
cleaning data is far from industry-standard. Without meaningful data
minimization or disclosure rules, companies have an incentive to collect and
use increasingly more (and more sensitive) data to train Al models. The
excuse for collecting this data indiscriminately—increasing competition and
innovation within the Al space—is harmful to the state of data privacy. This
arms race narrative creates a justification for maximizing data collection just
in case it provides some nebulous advantage later. In reality, these tools can
be built with less data and without coercive and secretive data collection
processes.
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SCRAPING TO TRAIN DATA

Many generative Al tools use models built on data scraped from publicly
available websites. This information often includes personal information
posted on social media and other websites. People post information on
social media and elsewhere for a variety of reasons: to allow potential
employers to find them on LinkedIn; so that friends and acquaintances can
find them on Facebook, Twitter, and Venmo; and so forth. These reasons
have an important common feature: people post information on a website
for the purpose of making that information viewable on that website. But
sometimes, a person’s personal information is made publicly available
without their consent. Third parties might publish their photo or other
information about them. A platform’s confusing privacy settings may lead a
person to accidentally make their information available. A software error’® or
design change’”’ can also expose information that a person had set to be
viewable only to a select few.

When companies scrape personal information and use it to create
generative Al tools, they undermine consumers’ control of their personal
information by using the information for a purpose for which the consumer
did not consent. The individual may not have even imagined their data could
be used in the way the company intends when the person posted it online.
Individual storing or hosting of scraped personal data may not always be
harmful in a vacuum, but there are many risks. Multiple data sets can be
combined in ways that cause harm: information that is not sensitive when
spread across different databases can be extremely revealing when
collected in a single place, and it can be used to make inferences about a
person or population. And because scraping makes a copy of someone’s
data as it existed at a specific time, the company also takes away the
individual’s ability to alter or remove the information from the public sphere.
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The privacy harms that follow from indiscriminate scraping of personal
information for Al training data also create risks for online speech and the
openness of the internet. As Al tools use people’s personal information for
more and more harmful purposes, people may become more hesitant to
share any information on social media or sites that could potentially be
scraped in the future, even if those sites promise to secure their data. They
may be less likely to post photos of themselves, to participate in public
debates on “the vast public forums of the internet”’®*—particularly social
media—or to have social media profiles or personal websites that can be
associated with them at all. Disincentivizing people from engaging in public
discourse and interacting online will limit the usefulness of the internet as a
whole and networking tools in particular.

Basic data minimization principles dictate that peoples’ personal information
should only be collected or used for the specific purpose for which each
person provided the information. But there are currently no statutes that
prohibit companies from scraping people’s personal information and using it
to train generative Al tools. Privacy laws in the U.S. exempt most publicly
available information from regulation based on a concern that collection and
use of this information is protected by the First Amendment. But lawmakers
underestimate the significant countervailing privacy interests against
allowing companies to indiscriminately scrape personal information.

People should be able to post public profile photos without fear that these
photos will be used to create deepfakes of them or feed other abusive Al
applications. Laws limiting the collection of publicly available personal
information and/or its subsequent use would both protect people’s interest
in controlling their information and encourage people to continue to make
information publicly available on the internet.
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GENERATIVE Al USER DATA

Many generative Al tools require users to log in for access, and many retain
user information, including contact information, IP address, and all the inputs
and outputs or “conversations” the users are having within the app. These
practices implicate a consent issue because generative Al tools use this
data to further train the models, making their “free” product come at a cost
of user data to train the tools. This dovetails with security, as mentioned in
the next section, but best practices would include not requiring users to sign
in to use the tool and not retaining or using the user-generated content for
any period after the active use by the user.

GENERATIVE Al OUTPUTS

Generative Al tools may inadvertently share personal information about
someone or someone’s business or may include an element of a person
from a photo. Particularly, companies concerned about their trade secrets
being integrated into the model from their employees have explicitly banned
their employees from using it.

HARMS

¢ Physical: Individuals who may want to remove personal data for their
own safety, such as domestic violence or stalking victims, may be
unable to do so where data has been added to generative Al data sets
and so may be at risk from their abusers.

e Economic/Economic Loss: Businesses whose trade secrets have
been incorporated into training sets face potential economic loss.

e Psychological: Individuals unable to remove their personal data from
training sets may face frustration or fear if the data could impact them
negatively if spread.
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e Autonomy: Individuals unable to block addition or force removal of
their personal information from training sets demonstrably have lost
control of their data.

e Autonomy: Individuals are often not informed, consulted, or given
options about whether their personal data will be added to training
datasets.

¢ Autonomy/Loss of Opportunity: Inability to remove data that is
inaccurate or no longer accurate or make updates may result in
incorrect outputs that then exacerbate as the incorrect information
proliferates.

EXAMPLES

e The Italian Data Protection Authority began an enforcement action
based on the EU’s 