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The unchecked spread of commercial surveillance over the past several decades 
has led to a data privacy crisis for consumers in the U.S. and has allowed abusive 
data practices to flourish. The ability to monitor, profile, and target consumers on 
a mass scale has created a persistent power imbalance that robs individuals of 
their autonomy and privacy, stifles competition, and undermines democratic sys-
tems. And now more than ever, emerging generative and non-generative artifi-
cial intelligence systems are also causing harm. 

The Electronic Privacy Information Center (EPIC) works to disrupt these data 
abuses and ensure that entities can no longer extract value from personal data 
in ways that undermine the public good. To that end, in 2023, EPIC launched a 
project on Assessing the Assessments: Maximizing the Effectiveness of Algorithmic 
& Privacy Risk Assessments. California and other jurisdictions are increasingly 
adopting risk assessment requirements, and EPIC aims to ensure that those assess-
ments serve genuine instruments of accountability. 

In particular, the California Consumer Privacy Act (CCPA) creates legal rights and 
obligations that can address many of the harms inflicted by commercial surveil-
lance, including a requirement to perform a risk assessment when personal infor-
mation is being sold, when automated decisionmaking systems (ADSs) are being 
used in sensitive contexts, or when personal information is being used to train ADSs. 
The CCPA is one of the strongest comprehensive state privacy laws in the country 
and the only such law backed by a dedicated privacy protection agency. Ensur-
ing the robustness of risk assessments required under the CCPA is therefore vital 
both to deterring exploitative data practices by businesses and to informing con-
sumers about how their data is being processed. 

The CCPA is one of the strongest comprehensive state privacy laws in the country 
and the only such law backed by a dedicated privacy protection agency. Ensur-
ing the robustness of risk assessments required under the CCPA is therefore vital 
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both to deterring exploitative data 
practices by businesses and to inform-
ing consumers about how their data is 
being processed. 

With the support of the Rose Foundation 
for Communities and the Environment, 
EPIC has spent the past two years par-
ticipating in the CPPA’s relevant rule-
making processes, providing 
educational materials on risk assess-
ments to the public, partnering with stakeholders to ensure that key voices are 
being heard, and developing this report. Through this project, we have sought to 
educate consumers and lift up best practices to both regulators and entities pro-
cessing personal data. 

One central focus of our project—the CPPA’s adoption of risk assessment rules—
has proceeded more slowly than anticipated; the agency is not expected to fi-
nalize such rules until later in 2025. This delay has led us to broaden the scope of 
our research, analysis, and advocacy beyond California. At the same time, it has 
underscored the outsized role that advocacy in California can play in the legisla-
tive landscape nationwide. For other organizations working in the digital privacy 
space, it is necessary to grasp the essential precedent being set in California. We 
have also come to better understand the problems that trade secrets protections 
will pose for the public disclosure of risk assessments. We have begun to develop 
new strategies to address these challenges and to account for them in the rec-
ommendations we make in California and beyond. 

Risk assessments are a key accountability mechanism that can help ensure that 
businesses process personal data or use automated decision systems safely, re-
sponsibly, and in ways that minimize the risk of harm to individuals. Part I of this 
report provides a high-level survey of real-life privacy harms caused by the unre-
stricted collection and processing of personal information and the irresponsible 
use of automated decisionmaking systems. Part II discusses the need for robust 
transparency and accountability mechanisms to prevent and mitigate these 

Ensuring the robustness of risk as-
sessments required under the CCPA is 
therefore vital both to deterring exploi-
tative data practices by businesses and 
to informing consumers about how their 
data is being processed. 
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harms, including especially risk assessments. Part III discusses the components of 
an ideal risk assessment framework; the importance of making such assessments 
public; and the role of such assessments in broader landscape of privacy protec-
tions, algorithmic governance, and impact assessments. Part IV discusses the 
CCPA’s risk assessments requirements and the CPPA’s ongoing rulemaking pro-
cess to develop risk assessment regulations. This includes an analysis of the diluted 
rules proposed by the Agency in May 2025 and responses to common arguments 
raised by Big Tech and industry lobbyists against robust regulation. Part V discusses 
why businesses should conduct thoroughgoing risk assessments as a best practice, 
even where not required by law, followed by a brief conclusion. 

We hope that this report contains useful information for consumers, advocates, 
policymakers, and businesses that want to deepen their understanding of the risks 
that personal data processing and automated decisionmaking systems pose—
and the ways that risk assessments can best address them. 



Part I: Privacy Harms
From Unchecked
Processing of Data
and Use of Automated
Decision Systems

5
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The opaque system of collection, sharing, retention, and use (which we refer to 
broadly as “processing”) of consumers’ personal data, including for use in auto-
mated decision systems, causes a wide array of privacy harms to individuals. In 
this section, we survey the real-life harms that such unrestricted processing of data 
can produce in various contexts, including physical, economic, reputational, psy-
chological, autonomy, social stigmatization, discrimination, and relationship 
harms.1 

In this report, the term “automated decision system” (ADS) refers to a computa-
tional process derived from machine learning, statistical modeling, data analytics, 
or artificial intelligence that issues simplified output, including a score, classifica-
tion, or recommendation, that is used to assist or replace human discretionary 
decisionmaking and materially impacts natural persons.2 It is important for the 
definition of ADS to be broad enough to capture systems that assist, rather than 
fully replace, human decisionmaking. Including situations where both humans 
and an ADS are involved in a decisionmaking process is essential because re-
search shows humans tend to over-rely on automated systems.3 A definition like 
this also ensures that humans are not added into the decisionmaking process 
merely to act as rubber stamps for automated decisions. 

Building on top of the ubiquitous collection of data, automated decision systems 
(ADS) use personal data to automate decisionmaking processes that impact im-
portant aspects of Americans’ lives, including access to housing, health care, ed-
ucation, employment, financial services, public benefits, and prices for everyday 
goods or services.4 

a. The Harms of Commercial Surveillance
Consumers today face ubiquitous online tracking through the opaque collection, 
processing, and sale of their data, quantifying their life at every turn.5 Commercial 
surveillance systems enable companies to collect and commodify every bit of 
consumers’ personal data, including sensitive personal data.6 To participate in to-
day’s economy is to have personal data extracted, aggregated, commercialized, 
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and sold—as individuals work, 7  eat, 8 
pray,9 study,10 socialize,11 browse the in-
ternet,12 seek medical care,13 plan fami-
lies, 14  educate children, 15  exercise 
political freedoms, 16  or simply move 
about the world.17  

Unregulated processing of personal in-
formation allows businesses to use per-
sonal information that consumers shared 
with the business for a particular purpose 
for unrelated, out-of-context uses, fuel-
ing the commercial surveillance industry.18 Businesses routinely process or sell per-
sonal information about individuals without their consent in ways the individual 
did not anticipate, undermining their autonomy and control over their personal 
information.19 The processing of personal data for purposes inconsistent with the 
context in which the data was initially collected from the consumer is a violation 
of “contextual integrity,”20 depriving the individual of autonomy and control over 
their data and knowledge that businesses have about them.21 Such detailed 
knowledge about consumers allows businesses to exploit consumers’ vulnerabili-
ties, interests, or associations to sell products. 

The aggregation of sensitive personal data into detailed profiles of individual con-
sumers exposes consumers to ever-increasing privacy risks.22 Data breaches can 
disclose sensitive personal information. There has been no shortage of high-profile 
data breaches in the news,23 including Davita, a dialysis firm whose breach ex-
posed sensitive medical information of hundreds of thousands of kidney disease 
patients;24 PowerSchool, an edtech giant whose personal data of students and 
teachers was compromised by hackers and was extorted into paying ransom;25 
and Hertz, which exposed personal information and driver’s license information of 
its customers.26 Data breaches facilitate identity theft, which imposes economic 
costs to victims to discover and remedy the identity theft and costs billions to the 
U.S. economy.27 Nefarious actors can also use breached personal information to 
stalk, harass, dox, or harm individuals by disclosing their home address, employer, 
phone numbers, and sensitive or damaging information.28 

 To participate in today’s econ-
omy is to have personal data ex-
tracted, aggregated, commercialized, 
and sold—as individuals work, eat, 
pray, study, socialize, browse the inter-
net, seek medical care, plan families, 
educate children, exercise political 
freedoms, or simply move about the 
world. 
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Further, the mass overcollection and sale of consumers’ personal information in-
creasingly intertwine with the risks of law enforcement purchasing or otherwise 
gaining access to large swaths of personal information on individuals without hav-
ing to obtain a warrant or go through another proper legal channel.29 This allows 
for targeting of marginalized or vulnerable communities including immigrants,30 
pregnant people and doctors providing abortion care,31 LGBTQ+ individuals,32 
and individuals engaging in First Amendment-protected activity.33 Disclosure, or 
the prospect of disclosure, of sensitive information can thus threaten physical, rep-
utational, and psychological harms.34 

b. Behavioral Advertising and Surveillance Pricing  
Much of the sweeping data collection that characterizes commercial surveil-
lance feeds into behavioral advertising, which relies on ADSs to function.35 Behav-
ioral advertising allows advertisers to determine who should be targeted with 

economic opportunities based on detailed 
profiles of individuals.36 For example, news re-
ports have shown that advertisers use charac-
teristics like race, gender, income, or proxies 
like ZIP codes, to filter and target certain audi-
ence segments for advertisements for employ-
ment, 37  housing, 38  and educational 
opportunities. 39  This discriminatory advertising 

can harm marginalized communities by reinforc-
ing and perpetuating inequities in economic opportunities based on protected 
characteristics.40  

Beyond discriminatory advertising, advertisers can infer 
and target specific individual sensitivities and vulnerabili-
ties to increase clicks and sales.41 Advertisers target con-
sumers based on statuses including mental and physical 
health conditions,42 medical conditions (including preg-
nancy and addiction),43 financial instability,44 bereave-
ment,45  and unhealthy body stigma.46  Credit agencies 
label individuals with categories like “Struggling Elders,” 

 Behavioral advertising al-
lows advertisers to determine 
who should be targeted with 
economic opportunities based 
on detailed profiles of individuals. 

 Credit agencies la-
bel individuals with cate-
gories like “Struggling 
Elders,” “Tough Times,” 
and “retiring on empty.” 
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“Tough Times,” and “retiring on empty.”47 Armed with profiles of consumers, ad-
vertisers can target products that exploit this information asymmetry. For example, 
payday loan companies target young people in need of cash, who may not un-
derstand the consequences of high-interest loans.48 Anti-abortion groups adver-
tised to people potentially seeking abortions through device locations at or near 
clinics providing abortion care to send misleading ads for anti-abortion “crisis 
pregnancy centers.”49  

In addition to targeting advertisements, businesses also use consumer personal 
information in surveillance pricing to tailor prices to individuals.50 For example, 
journalists found that Target charged $100 more for a TV on its app when the con-
sumer was near a Target store versus farther away,51 Orbitz inferred that Mac users 
spent more on hotels, steering them to more expensive options,52 and hotel book-
ing sites charged different prices for the same hotel rooms based on the con-
sumer’s location, leading to a difference of more than $500 in one case. 53 
Surveillance pricing can allow retailers to take advantage of inferences about 
consumers’ willingness to pay more while keeping them in the dark about lower 
prices offered to others. 

c. The Harms from Automated Decision Systems Are  
Proliferating Across Industries 

Building on top of the ubiquitous collection of data, automated decision systems 
(ADS) use personal data to automate decisionmaking processes that impact im-
portant aspects of everyday people’s lives.54 These systems disproportionately af-
fect marginalized communities; a TechTonic Justice report estimates that virtually 
all 92 million low-income people in the U.S. have basic aspect of their lives de-

cided by ADS.55 Despite promises that 
algorithmic systems can be objective, 
there is ample evidence that they exert 
power in ways that replicate past dis-
crimination and prejudices while obfus-
cating the inner workings under a veil of 
“objective” algorithms, avoiding ac-
countability. 56  While it is often difficult 

These systems disproportionately 
affect marginalized communities; a 
TechTonic Justice report estimates that 
virtually all 92 million low-income people 
in the U.S. have basic aspect of their lives 
decided by ADS.   
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for individuals to identify the prevalence of algorithmic discrimination and unfair 
or arbitrary decisionmaking from ADS, there is abundant evidence that both oc-
cur across various contexts and cause serious consequences on the wellbeing of 
everyday people.  

1. Employment 
Employers can use ADSs at numerous points throughout the employment process: 
determining which candidates see the job posting and who is interviewed and 
hired; deciding pay and benefits; evaluating employee performance; assessing 
employee emotion and sentiment; surveilling employees for unionization efforts; 
scheduling for shifts; and making demotion, suspension, or termination decisions.57 
The increasing use of ADSs is directly harming workers, disproportionately impact-
ing people of color, women, and immigrants, and worsening their working condi-
tions, hours, pay, and job security. 58 

These systems may screen out candidates 
based on data that relates to their member-
ship within protected classes (such as age, 
gender, race, or disability data), creating in-
creased risks of bias and discrimination.59 This 
risk can arise from AI being trained on data 
that reflects historical discrimination or from 
employers relying on systems that perform 
worse for certain races, gender, disability, or 
accents, for example.60 These systems often perpetuate bias even when the com-
pany using them is not intending to discriminate. In one particularly egregious 
case, an Indigenous and Deaf woman was forced to use HireVue’s video inter-
view system that uses automated speech recognition systems to generate tran-
scripts of applicants’ spoken responses in video interviews.61 She was rejected for 
the position and received feedback directing her to improve her oral communi-
cation skills, in an apparent violation of federal and state antidiscrimination laws 
and the Americans with Disabilities Act.62 

Employers’ increasing use of technologies that track, assess, and evaluate work-
ers— including by tracking time spent completing tasks, web browsing, messages 

 The increasing use of ADSs is 
directly harming workers, dispro-
portionately impacting people of 
color, women, and immigrants, 
and worsening their working condi-
tions, hours, pay, and job security. 
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between coworkers, duration of meetings, keystroke frequencies, and even bio-
metric data—undermines employee privacy and causes harm.63 For example, 
unfettered use of productivity management systems is pushing warehouse work-
ers to work at dangerous paces, increasing their chances of injury.64 Examples of 
harm are seen in on-demand gig work, such as drivers and nurses, where workers 
are pressured to work longer for less pay, not take sick time off, not report safety 
incidents, and face arbitrary or unfair termination or suspension decisions without 
an effective means to appeal.65 Surveilling and imposing algorithmic systems on 
employees causes unsafe working conditions, forces employees to focus on 
measured metrics that aren’t necessary to do their jobs, threatens job security, 
undermines employees’ ability to unionize, and creates psychological stress.66  

2. Healthcare
Increasing reliance of healthcare providers on algorithmic recommendations, es-
pecially in complex diagnostic scenarios, contributes to misdiagnoses, incorrect 
treatment plans, and discriminatory treatment of patients.67 For example, Epic 
Health Systems marketed an algorithm that can predict patients experiencing 
sepsis at 76-83% accuracy, but a later study of 27,000 patients found that the sys-
tem was closer to 63% accuracy and produced many false positives while failing 
to identify risk in 67% of the patients that actually experienced sepsis.68 In another 
example, a 2020 study found that an algorithm used in determining eligibility and 
prioritization for kidney transplants unfairly prevented Black patients from receiv-
ing transplants.69 Racial bias has also been reported in models used in assessing 
whether a vaginal birth is safe for patients,70 making diagnoses through chest X-
rays,71 and determining the level of patient need during triage.72 

Use of ADSs in health insurance decisionmaking also leads to unfair or arbitrary 
denials, costing individuals money and putting patients’ health at risk.73 United 
Health used an algorithm to identify “outliers” in receiving mental health treat-
ment to deny coverage to patients and harass mental healthcare providers to 
limit reimbursements.74 Many major American health insurance companies con-
tract with companies that use an algorithmic system to adjust the number of prior 
authorizations that will be reviewed, increasing the chances of delays and deni-
als.75 These uses of ADSs undermine fair treatment, dignity, autonomy, and health 
of patients. 
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3. Law Enforcement and Private Security Systems
Harms from using ADSs in law enforcement include discrimination, overpolicing, 
erroneous arrests, and surveillance of individuals engaging in First Amendment-
protected activities. For example, predictive policing and recidivism prediction 
tools embed and reinforce historical data that reflects systematically racist polic-
ing practices.76 The predictive policing system SoundThinking (formerly known as 
ShotSpotter) whose high rates of false positives leads to overpolicing of low-in-
come and Black and brown neighborhoods, perpetuates bias, and endangers 

residents.77 Law enforcement use of facial recog-
nition systems, long criticized for higher error rates 
on non-white faces,78 has led to wrongful arrests of 
numerous Black individuals.79 New York Police De-
partment deployed facial recognition technology 
to conduct mass surveillance of Black Lives Matter 
protesters in 202080 and the use of facial recogni-
tion technology to monitor pro-Palestine protestors 
also raise civil rights and civil liberties concerns.81 

Increasing uses of facial recognition by businesses 
open to the public for “security” purposes present 

similar issues.82 RiteAid used facial recognition technology that disproportionately 
falsely identified people of color as likely shoplifters.83 Increasing adoption of fa-
cial recognition technology to identify patrons and potentially prevent entry cre-
ate a private network of watchlists that individuals don’t know that they might be 
on and have no ability to appeal, while disproportionately impacting people of 
color and low-income people.84 

4. Housing
In housing, ADSs impact tenant screening, mortgages, and applications for public 
housing, and reports show evidence of disproportionate denial rates and errors 
that have the greatest impacts on racial minorities and low-income people.85 A 
survey of over 400 California landlords reported that almost two-thirds of the land-
lords received tenant screening reports containing an algorithmic score or rec-
ommendation, and that they often rely heavily on the score rather than 

 Law enforcement use 
of facial recognition systems, 
long criticized for higher error 
rates on non-white faces, 
has led to wrongful arrests of 
numerous Black individuals. 
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scrutinizing the underlying reports.86 Renters, however, lack notice about what 
company is assessing their applications, whether an ADS is being used to assess 
them, and information about the un-
derlying algorithm calculating the 
score or recommendation. 87  Tenant 
screening systems frequently introduce 
errors, and such errors can seriously hin-
der the applicant’s ability to secure 
housing they can afford in a timely 
manner, disproportionately harming 
low-income people and people of 
color. 88  Algorithms used in making 
mortgage lending decisions also show racial disparities, rejecting mortgage ap-
plications by people of color at higher rates.89 

5. Education 
Across many aspects of the education sector, students are scrutinized by various 
ADSs90 that undermine their autonomy, dignity, and control over their sensitive in-
formation and private spaces, causing discriminatory outcomes, chilling their 
speech, and limiting educational information. Algorithms used to predict future 
student success when making enrollment or scholarship decisions were shown to 

produce less accurate results for His-
panic and Black students compared to 
white students.91  Many schools monitor 
student activity on school-provided de-
vices, including internet searches, social 
media posts, and private messages with 
friends to scan for signs of mental health 
emergencies. 92  The surveillance persists 
through all hours of the day, but efficacy 
of the systems is unproven.93 Monitoring 
technology has put students at higher risk 

of interactions with law enforcement, outed LGBTQ+ students to administrators, 
eroded trust between students and teachers, and led to a chilling effect on 

 A survey of over 400 California 
landlords reported that almost two-thirds 
of the landlords received tenant screen-
ing reports containing an algorithmic 
score or recommendation, and that they 
often rely heavily on the score rather 
than scrutinizing the underlying reports.   

 Monitoring technology has put 
students at higher risk of interactions 
with law enforcement, outed LGBTQ+ 
students to administrators, eroded trust 
between students and teachers, and 
led to a chilling effect on students’ 
ability to express themselves. 
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students’ ability to express themselves.94 Content filtering systems on school de-
vices disproportionately filter out content related to reproductive health, LGBTQ+ 
issues, and people of color that are relevant for classwork.95 Proctoring remote 
provision of exams also come with a host of privacy issues,96  including facial 
recognition systems that have higher errors for non-white students,97 invading stu-
dent privacy by requiring them to show their private living spaces,98 and flagging 
disabled or neurodivergent students more often as suspicious of cheating.99 

d. The Public Is Dissatisfied With This Reality 
The public isn’t happy with mass data collection, unchecked data use and 
abuse, and unregulated use of unproven, discriminatory ADSs. In a 2024 survey 
by Consumer Reports, nearly half of U.S. adults said that they would be “very 
uncomfortable” if AI programs had a role in the job interview process, and 
about 4 in 10 adults said they would be 
“very uncomfortable” if banks used an 
algorithmic decisionmaking system to 
determine whether applicants qualified 
for a loan or to evaluate potential ten-
ants for an apartment, condo, or senior 
community. 100  Most Americans (83%) 
said that if an algorithm had been used 
to determine whether or not they would 
be interviewed for a job they applied for, 
they would want to know specifically what information the program used to 
make the decision.101 More than 90% of Americans said that if any of these de-
cisions made using an ADS were based on incorrect information that they would 
want the opportunity to correct this information.102 Unfortunately, the reality is 
that these important decisions are already being made using ADSs, and without 
strong risk assessment requirements or ADS regulations,103 individuals have no 
transparency into these systems or recourse if they are harmed. However, re-
quiring entities that process personal data or use an ADS to conduct a thorough 
risk assessment would be a step toward resolving this information gap.  

 Most Americans (83%) said that if an 
algorithm had been used to determine 
whether or not they would be interviewed 
for a job they applied for, they would 
want to know specifically what infor-
mation the program used to make the de-
cision. 
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The processing of personal data imposes varying levels of risk to individuals, de-
pending on the types of data and the 
context of such processing. Despite these 
risks, consumers are largely kept unaware 
of them by businesses that profit from such 
data processing. Further, deploying an 
ADS to make significant decisions about 
consumers provides businesses with a 
cloak of unwarranted rationality and neu-
trality that tends to hide its inner workings, 
making accountability for the resulting de-
cisions difficult.104 Consumers are often left 
unable to determine what data is collected, for what reason, how it is used (in-
cluding whether an ADS was used), how decisions are made about them, and 
how to challenge such decisions.105 Because ADSs can centralize biased data 
and assumptions and automate the decisionmaking process, they can expand 
the scale and frequency of erroneous and unfair outcomes, including discrimina-
tory outcomes.106  

For these reasons, it is past time in the United States for regulatory frameworks that 
provide consumers actionable transparency and meaningful accountability 
around data processing, especially with ADSs. One key aspect of transparency 
and accountability is mandating entities that process personal data or deploy 
ADSs to conduct risk assessments. Requiring businesses to conduct risk assessments 
before deploying any system that will process personal information, including an 
ADS, can change the calculus: businesses developing such systems will be incen-
tivized to ensure their systems do not cause harm before selling or deploying them 
rather than waiting for harms to emerge after deployment. 

Risk assessment requirements should work in tandem with other privacy-protective 
measures, such as data minimization, which EPIC has long advocated for.107 Data 
minimization is the premise that entities should only collect and process personal 
data that is “reasonably necessary and proportionate” to provide or maintain a 
product or service requested by the individual consumer.108 This standard better 
aligns business practices with what individuals expect from the interaction with 

 [D]eploying an ADS to make sig-
nificant decisions about consumers 
provides businesses with a cloak of 
unwarranted rationality and neutral-
ity that tends to hide its inner workings, 
making accountability for the result-
ing decisions difficult. 
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the business and limits the collection and processing of personal information to 
what is necessary for certain legally defined purposes, avoiding the excessive pro-
cessing that often leads to privacy harms.109 While data minimization is not the 
main focus of this report, a robust risk assessment requirement should require that 
(or be paired with a requirement that) businesses implement data minimization. 
This integration is discussed further in relevant sections.  

Requiring businesses to conduct risk assessments is not a concept unique to data 
protection. Regulation of high-risk products, such as pharmaceuticals, provides a 
useful paradigm. 110  The development and approval process of bringing new 
drugs to market requires extensive testing, documentation, clinical trials, and a 
formal application to the U.S. Food and Drug Administration (“FDA”). If the FDA 
decides to move forward, an FDA review team evaluates all research to deter-
mine the drug’s safety and efficacy balanced against any adverse effects before 
the drug many be approved. In addition to pharmaceutical companies’ duty to 
ensure the drug is safe and effective for patients, they must provide deployers 
(prescribers) and consumers (patients) with clear information about appropriate 
usage and potential adverse effects. While risk assessments in a data protection 
context will not resemble the FDA process in every detail, that process provides a 
useful exemplar for putting the burden on those who develop a high-risk product 
to prove its safety and to provide key information to users through strong pre-de-
ployment and notice requirements.  

a. Risk Assessments Overview 
A risk assessment (as we use the term here) is an analysis of how personal data will 
be collected, processed, transferred, or sold by an entity. When implemented 
properly, risk assessments force businesses to carefully evaluate and disclose the 
risks of planned data processing to affected consumers and the public at large—
including risks associated with AI and automated decisionmaking. Conducting 
robust risk assessments supports thoughtful adoption of new data practices and 
risk mitigation procedures instead of allowing hasty deployment of new technol-
ogies without consideration of potential harms.111 Further, a risk assessment can 
also provide regulators and the public with vital information about processing ac-
tivities that may pose a threat to privacy and civil rights. Transparency can lead 



18 

to better-informed choices from consumers, robust enforcement of privacy rights, 
and incentives for companies to mitigate harms or terminate harmful systems.  

Policymakers, advocates, and businesses often use terms such as “risk assess-
ments,” “impact assessments,” and “audits” differently, sometimes in overlapping 
and interchangeable ways. We do not set out to delineate or define all of these 
terms here. However, one consistent goal of risk assessment requirements is to in-
fluence business decisions early and throughout the development and deploy-
ment of a system or a data practice, so it is essential that risk assessments are first 
conducted before those new systems or practices are deployed. In contrast, au-
dits, which analyze the performance of a system against certain defined metrics, 
are often conducted after the system is developed. A robust transparency and 
accountability framework should include all of the above: pre-deployment risk 
assessments, regular updates to those assessments to account for relevant 
changes over time, and ongoing audits. Together, these mechanisms can ensure 
that a system continues to work as expected, that harms are detected in a timely 
manner, and issues are mitigated quickly. 

One additional usage note: the term “risk assessment” is sometimes used to de-
scribe privacy impact assessments. A privacy impact assessment (or data protec-
tion impact assessment) is an analysis of how personally identifiable information 
will be collected, processed, stored, and transferred.112 Privacy impact assess-
ments (PIAs) are perhaps most closely associated with the E-Government Act of 
2002, which requires federal agencies to identify and publicly disclose the infor-
mation to be collected, why and for what purpose, with whom the information 
may be shared, the notice procedure, and how the information will be secured.113 
PIA obligations have been important in providing notice to the public of the new 
collection of information by federal agencies, and for civil society organizations 
like EPIC to ensure agencies assess the collection of personal information in their 
systems. Risk assessments like those required under the California Consumer Pri-
vacy Act go further than PIAs to incorporate elements focused on automated 
decisionmaking systems and weighing the benefits from processing against a 
broad spectrum of potential risks to the rights of the consumer.  
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b. Jurisdictions With Risk Assessment Requirements   
Recognizing that the processing of personal data and the use of ADSs pose pri-
vacy and other risks to consumers, several jurisdictions have adopted risk assess-
ment requirements and recommendations. 114  While Congress and federal 
regulators have not yet adopted risk assessment requirements for businesses gen-
erally, there are relevant federal guidelines for the procurement and use of auto-
mated systems. Additionally, some states have passed laws requiring risk 
assessments for both state and businesses that include provisions for which EPIC 
regularly advocates. Finally, some jurisdictions outside of the U.S. have also imple-
mented risk assessment requirements for private and public entities.  

1. Federal Frameworks 
At the federal level, the White House Office of Science and Technology Policy’s 
Blueprint for an AI Bill of Rights (2022) includes a variety of recommendations con-
cerning AI accountability.115 As relevant here, it recommends:  

§ “Independent evaluation and plain language reporting in the form of an 
algorithmic impact assessment, including disparity testing results and miti-
gation information, should be performed and made public whenever pos-
sible to confirm these protections;”116 and 

§ “Systems should undergo pre-deployment testing, risk identification and 
mitigation, and ongoing monitoring that demonstrate they are safe and 
effective based on their intended use, mitigation of unsafe outcomes in-
cluding those beyond the intended use, and adherence to domain-spe-
cific standards.”117  

The AI Risk Management Framework, published by the National Institute of Stand-
ards and Technology (NIST), similarly recommends that entities:118 

§ Establish and regularly review documentation policies that, among others, 
address information related to: (1) AI actors contact information; (2) busi-
ness justification; (3) scope and usages; (4) assumptions and limitations; (5) 
description and characterization of training data; (6) algorithmic method-
ology; (7) evaluated alternative approaches; (8) description of output 
data; (9) testing and validation results (including explanatory visualizations 
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and information); (10) down- and up-stream dependencies; (11) plans for 
deployment, monitoring, and change management; and (12) stakeholder 
engagement plans. 

§ Verify that impact assessment activities are appropriate to evaluate the 
potential negative impact of a system and how quickly a system changes, 
and that assessments are applied on a regular basis. 

§ Identify, document and remediate risks arising from AI system components 
and pre-trained models per organizational risk management procedures, 
and as part of third-party risk tracking. 

§ Respond to and document detected or reported negative impacts or is-
sues in AI system performance and trustworthiness. 

Lastly, the Office of Management and Budget (OMB) memos119 that implement 
the Trump administration’s AI executive order,120 and their precursors under the 
Biden administration, contain risk assessment requirements for federal agencies’ 
use of AI systems. The OMB memo currently in effect, M-25-21, classifies as “high-
impact AI” AI with an output that serves as a principal basis for decisions or actions 
with legal, material, binding, or significant effect on: (1) civil rights, civil liberties, or 
privacy; (2) access to education, housing, insurance, credit, employment, and 
other programs; (3) access to critical government resources or services; (4) human 
health and safety; (5) critical infrastructure or public safety; or (6) strategic assets 
or resources, including high-value property and information marked as sensitive 
or classified by the Federal Government.121  

Use of high-impact AI must comply with heightened risk management practices, 
including pre-deployment testing, AI impact assessments, and ongoing monitor-
ing. Specifically, an impact assessment must include at a minimum:122 (1) the in-
tended purpose for the AI and its expected benefit; (2) the quality and 
appropriateness of the relevant data and model capability; (3) the potential im-
pacts of AI, supported by documentation on potential impacts on the privacy, 
civil rights, and civil liberties of the public, and of using or not using AI; (4) reassess-
ment scheduling and procedures; (5) related costs analysis; (6) results of inde-
pendent review by an independent reviewer who was not involved in 
development; and (7) risk acceptance, supported by a signature from the indi-
vidual accepting the risk. The Biden administration precursor to this OMB memo 
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also emphasized higher risk management, including conducting impact assess-
ments, for rights- and safety-impacting AI.123  

2. State Frameworks 
At least 17 states—all states that have a data privacy law other than Iowa and 
Utah—require entities to conduct some aspects of a risk assessment if they are 
processing certain personal data or using an ADS.124 In 15 of these states, the risk 
assessment (called “data protection assessment”) requirements are largely the 
same because they are mandated through the states’ privacy laws, which are all 
based on the same framework.125 Unfortunately, the vast majority of these 15 pri-
vacy laws are broadly ineffective at protecting consumers’ privacy,126 and they 
fail to include many of the important aspects of effective risk assessments that are 
outlined later in this report, such as public access to the assessments. These 15 
states—Maryland, New Jersey, Minnesota, Oregon, Delaware, Connecticut, New 
Hampshire, Montana, Rhode Island, Texas, Kentucky, Nebraska, Virginia, Indiana, 
and Tennessee—largely require only that entities weigh the benefits to the entity, 
consumers, other stakeholders, and the public against the risks to the consumer 
as mitigated by certain safeguards.127 Even this extremely minimal assessment is 
required only if entities are processing data for a subset of risky activities, such as 
profiling consumers or engaging in targeted advertising, rather than (at a mini-
mum) whenever they process sensitive personal data, as this report recommends.  

However, the other two states with privacy laws containing risk assessment re-
quirements, California and Colorado, have adopted more robust requirements. 
The California Consumer Privacy Act (CCPA) mandates that businesses conduct 
risk assessments covering the processing, use, benefits, and risks related to per-
sonal data.128 The CCPA directs the California Privacy Protection Agency (CPPA) 
to promulgate regulations that clarify how businesses “whose processing of con-
sumers’ personal information presents significant risk to consumers’ privacy or se-
curity,” should conduct and submit risk assessments to the Agency on a regular 
basis.129 The CCPA requires the CPPA to publish information about risk assessments 
it receives, without specifying how much of the submitted risk assessments should 
be made public.130 The CPPA’s proposed regulations pertaining to risk assess-
ments are explored further in Part IV. 
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Colorado has two laws that require entities to conduct risk assessments: the Col-
orado Privacy Act and the Colorado AI Act. The Colorado Privacy Act and ac-
companying Colorado Privacy Act Rules explain in detail what the law’s “data 
protection assessments” require.131 This law, like the other 15 states’ laws discussed 
above, requires entities to conduct a data protection assessment when they en-
gage in particularly risky forms of data processing. At minimum, entities’ data pro-
tection assessments must include a summary of the processing activity; the 
categories of personal data that are processed and whether they include sensi-
tive data; the context, nature, and operational elements of the processing activ-
ity; the purpose of the processing activity; the benefits to the entity, consumer, 
other stakeholders, and the public; the sources and nature of risks to the rights of 
consumers; measures and safeguards the entity will take to reduce these risks; a 
description of how the benefits outweigh the risks of the processing as mitigated 
by the safeguards; relevant actors who contributed to the data protection assess-
ment; any audits conducted in relation to the data protection assessment; and 
dates, names, and signatures of those who reviewed and approved the data 
protection assessment.132  

The Colorado AI Act, which was enacted in 2024 and is scheduled to go into ef-
fect in February, requires entities that use ADSs to make important decisions about 
Coloradans’ lives to conduct an “impact assessment.”133 The law requires deploy-
ers to conduct an impact assessment if they deploy a high-risk AI system134 to 
make a consequential decision135 about a Coloradan.136 Deployers must also 
conduct impact assessments annually and within 90 days of an intentional and 
substantial modification to the system.137 At minimum, the impact assessment 
must include a statement of the purpose, intended use cases, deployment con-
text of, and benefits afforded by the system; an analysis of whether the system 
poses any known or reasonably foreseeable risks of algorithmic discrimination; the 
nature of any risks of algorithmic discrimination and the steps taken to mitigate 
these risks; a description of the categories of data the system processes as inputs; 
the outputs the system produces; an overview of any categories of data the de-
ployer used to customize the system; metrics used to evaluate the performance 
and known limitations of the system; a description of any transparency measures 
taken concerning the system; and a description of post-deployment monitoring 
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and user safeguards provided concerning the system.138 The law also gives the 
Attorney General the authority to promulgate regulations about the requirements 
of the impact assessments.139  

3. Frameworks Outside of the U.S.
Outside of the U.S., many jurisdictions have been more proactive in requiring im-
pact assessments from private entities and government entities. The General Data 
Protection Regulation (GDPR), passed in the European Union in 2016, contains a 
data protection impact assessment requirement in Article 35.140 When data pro-
cessing is likely to result in “high risk” to the rights and freedoms of natural persons, 
the controller of personal data must conduct an assessment of the anticipated 
impact of the proposed processing of personal data.141 The required assessment 
includes a description of the anticipated processing, the purposes for the pro-
cessing, the necessity and proportionality of the processing operation in relation 
to the purposes (data minimization), and an assessment of the risks to the rights 
and freedoms of the data subjects.142 The United Kingdom has a GDPR equiva-
lent.143 Brazil requires a data protection impact assessment that would assess the 
risks of data processing.144 Singapore, China, Philippines, Vietnam, South Korea, 
and South Africa also require a form of data protection impact assessments.145 
Canada requires its government to conduct a mandatory risk assessment to de-
termine the impact of automated decisionmaking systems used in the govern-
ment and to comply with transparency requirements.146  

As these jurisdictions illustrate, risk assessments are not a radical concept—if any-
thing, they are a first and relatively noncontroversial step toward transparency 

and accountability for entities that process per-
sonal information. It is past time for any entity 
processing personal data to incorporate risk as-
sessments into its business activities. Further, by 
complying with best practices like those laid out 
in this report, businesses can ensure that they 
are both in compliance with existing risk assess-
ment requirements and well positioned to 
adapt when new requirements emerge. 

 As these jurisdictions illustrate, 
risk assessments are not a radical 
concept—if anything, they are a 
first and relatively noncontroversial 
step toward transparency and ac-
countability for entities that process 
personal information. 
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This Part lays out EPIC’s recommendations for an ideal risk assessment framework 
that would provide consumers with robust transparency and accountability. Be-
cause risk assessments are dependent on factors like processing context, system 
type, and the kinds of data an entity collects or processes, our recommended 
framework is intended to ensure flexibility for the assessment of a wide range of 
processing activities. While the inspiration for this report was the development of 
risk assessment requirements under the California Consumer Privacy Act, this Part 
is not limited to the California context. 

As we set out in this section, the ideal risk assessment framework includes: (1) en-
forceable legal obligations that make such risk assessments mandatory; (2) a 
clear processing threshold that triggers a risk assessment requirement; (3) clear 
and broad definitions of covered entities; (4) requirement that an assessment be 
conducted before processing or ADS deployment; (5) mandatory routine submis-
sion of the risk assessment to a regulator; (6) public access to risk assessments; (7) 
broad stakeholder input into risk assessments; (8) clear and thorough substantive 
information that businesses are required to assess and disclose; (9) identification 
of methods of measuring privacy impacts; (10) qualified assessors with expertise 
and independence; and (11) identification of how harms are mitigated and com-
pliance is ensured.147 We conclude by highlighting several regulatory approaches 
that can complement risk assessments to strengthen consumer privacy.  
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a. Enforceable Legal Obligations 
Consumers cannot continue to rely on companies that process personal data or 
deploy automated decision systems to self-police their practices.148 For years, in-
dividuals have been forced to rely on industry self-regulation as their only protec-
tion against abusive data practices, and requiring companies to conduct and 
publish risk assessments is a step toward rectifying this lack of protection. Without 
risk assessments, individuals who are impacted by unchecked collection of data 
remain in the dark about how their personal information is processed or fed to 
ADSs for use in decisions that significantly impact their lives. Few companies are 
voluntarily forthcoming in providing transparency or accountability to affected 
individuals. This lack of transparency and accountability creates an enormous 
power imbalance: entities collecting and processing data and deploying ADSs 
reap insights and profit from millions of data points, create extensive profiles of 
individuals, and automate life-altering decisions that were once left to human 
beings—all without the knowledge or understanding of those impacted.  

One example of the shortcomings of corporate self-policing is HireVue.149 HireVue 
uses an algorithmic system to assess job applicants, which has raised concerns of 
unfair and discriminatory hiring decisions.150 Previously, HireVue’s screening system 
relied in part on facial analysis of applicants as they answered questions in auto-
mated interviews.151 In 2021, HireVue boasted that its algorithmic hiring system 
had undergone an audit by an independent auditor.152 When the audit was fi-
nally made public, HireVue put significant restrictions on their publication.153 De-
spite announcing that its audit showed that its software “does not harbor bias,” 
HireVue soon after stopped including facial analysis in its standard offering.154 Fur-
ther, the audit was limited to a narrow use case and did not examine more con-
troversial use cases that included facial analysis and employee performance 
predictions.155 HireVue overstated the significance of the findings while putting 
substantial obstacles in the way of public access. Even now, key details about the 
algorithms the company uses to make judgments in the hiring process are kept 
secret from job applicants.  

Jurisdictions should adopt legal frameworks that require risk assessments rather 
than relying on companies to voluntarily self-assess their data processing or ADS 
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use. Without the benefit of a legal or regulatory mandate, consumers have often 
been forced to rely on the limited capacity of journalists, academics, and advo-
cates to investigate and publish details about companies’ data abuse and ADS 
misuse. This includes, for example, ProPublica’s work on an automated deci-
sionmaking system used in the criminal justice system and in medical insurance 
claim processing;156 Gender Shades by Joy Buolamwini, illuminating severe gen-
der and skin-type bias in facial analysis technology;157 and Virginia Eubanks’ re-
search on harms from automated government benefit systems in Automating 
Inequality.158 While this work is tremendously valuable and a credit to its authors, 
it cannot function as the principal transparency and accountability mechanism 
for consumers against abusive commercial data practices. Risk assessments must 
be required by law.  

b. Clear Thresholds 
To provide robust protection for the privacy of con-
sumers, the threshold that triggers the risk assess-
ment obligation should be low to encompass more 
processing activities that may pose privacy risks. 
Laws and regulations should set clear thresholds for 
when a business must conduct a risk assessment. 
Thus, at minimum, the collection159 or processing160 
of any sensitive personal data161  and any use of 
ADSs should trigger a risk assessment obligation.  

First, the collection of sensitive personal data—even in small quantities—is both an 
easily administrable threshold and one that reflects the inherent risk associated 
with obtaining and processing such data. Even some processing activities impli-
cating solely non-sensitive personal information (or at least personal information 
that is not identifiably sensitive at the moment of collection) can pose privacy risks. 
Jurisdictions should consider adding risk assessment triggers keyed to high-risk pro-
cessing activities. For example, as discussed later in this report,162 California Pri-
vacy Protection Agency’s proposed regulations on risk assessments includes 
“selling or sharing personal information.” Inclusion of this trigger effectively covers 

 [A]t minimum, the 
collection or processing of 
any sensitive personal data 
and any use of ADSs should 
trigger a risk assessment 
obligation. 
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the riskiest processing regarding personal information without capturing all pro-
cessing of personal information generally. 

Second, any use of an ADS should trigger a risk assessment. High-risk applica-
tions—such as the use of automated decision systems with respect to a consumer; 
extensive commercial profiling for behavioral advertising and surveillance pricing; 
and profiling individuals in an educational setting, a workplace setting, or in 
spaces open to the public—should unquestionably trigger a risk assessment. As 
explained in Part I, these uses of ADSs can inflict particularly acute privacy harms, 
so businesses should conduct a thorough assessment before adopting such sys-
tems or practices. Risk assessments for an ADS should also include an assessment 
of both the collection and processing of personal information to train the under-
lying model, and separately, the collection and processing of personal infor-
mation inputted into the ADS to profile or make a decision about a consumer. 

c. Expansive Definition of Covered Entities 
The duty to conduct a risk assessment should not generally depend on the reve-
nue, size, or number of employees of the entity undertaking the processing or on 
any other factor unrelated to the data being processed.163 A business’s revenue 
often does not correlate with how many individuals’ personal information it pro-
cesses or the risks its processing poses to the consumer’s privacy. 164 For example, 
businesses like data brokers may collect relatively little revenue yet build their busi-
ness model on data processing that endangers the privacy of thousands or mil-
lions of consumers. Laws requiring risk assessments should also avoid exemptions 

for entire industries or classes of entities. In partic-
ular, nonprofits, institutions of higher education, 
healthcare entities covered by the Health Insur-
ance Portability and Accountability Act (HIPAA), 
financial entities covered by the Gramm-Leach-
Bliley Act (GLBA), should all generally be subject 
to risk assessment obligations to the extent that 
they process personal information. Further, an 
entity, including a small business, that is too 

 [A]n entity, including a 
small business, that is too un-
dercapitalized to adequately 
safeguard consumer data 
should simply not be permitted 
to process it.   
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undercapitalized to adequately safeguard consumer data should simply not be 
permitted to process it.165  

To the extent that small businesses may fear added compliance costs from risk 
assessment requirements, it is important to note that the risk assessments for 
smaller-scale and lower-risk processing activities will generally be much less bur-
densome to complete.166 But a small business that engages in large-scale, haz-
ardous processing of personal information should not be able to do so without the 
careful evaluation and mitigation necessitated by a risk assessment. For example, 
Clearview AI, notorious for its facial recognition tools built on images of individuals 
scraped from the internet with no consent and sold to law enforcement and other 
actors,167 may be considered “small business” insofar as it only has about 35 em-
ployees.168 Yet its data processing poses significant threats to consumer privacy, 
and its size should not exempt it from conducting risk assessments. 

Additionally, risk assessment requirements should apply to both developers and 
deployers of ADS. Developers are the entities that design, create, maintain, mod-
ify, or update the ADS.169 Deployers are the entities using the ADS, or offering it to 
the end user. 170  Developers and deployers may be the same party in some 
cases.171 For example, in ACLU’s case alleging discrimination using an ADS on be-
half of a Deaf, Indigenous woman against HireVue and Intuit (referenced in Part 
I), the developer of the automated hiring system is HireVue, and the deployer is 
Intuit, which uses HireVue’s system to conduct automated video interviews.172 

Neither the deployer nor the developer should be able to circumvent the obliga-
tion to conduct a risk assessment by pointing to the other party as the one respon-
sible for conducting risk assessments. Developers necessarily have the best view 
into what data and design decisions go into the system’s creation and should 
assess the privacy risks associated with the uses the developer intends to make 
the system available for—as well as foreseeable other ways the system can be 
used or misused. However, every context in which a system is deployed presents 
different considerations, which makes it essential that individual deployers also 
conduct risk assessments specific to their own use. The risks arising from a particu-
lar use of an ADS may be different from what the developer’s assessment foresaw 
or from the use of the same system in a different context. Further, the fit of the ADS 
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model’s training data to the data of the population it may be used to assess or 
profile will be different in each deployment context, requiring a more tailored as-
sessment.  

Returning to an earlier example: HireVue should have conducted and published 
a full-scale risk assessment of the speech recognition technology used in its job 
applicant screening system to determine how the technology performed across 
various populations, including Deaf and Indigenous individuals. Had it done so, 
HireVue might have better understood that speech recognition technology is of-
ten unable to accurately recognize and analyze the speech of Deaf and non-
white applicants, including Indigenous English speakers, whose differing speech 
patterns, word choices, and accents may therefore lead to a lower score.173 
HireVue could then have improved the quality of its system to mitigate the issue 
or decided that the risks of discrimination outweighed the benefits of using its ADS. 
Separately, Intuit should have conducted its own risk assessment covering its use 
HireVue’s system, assessing factors like the system’s fitness to assess applicants on 
relevant job qualifications free from discrimination, the system’s use limitations, 
and the presence or absence of mechanisms for applicants to opt out of using 
the ADS. As this use case demonstrates, developers and deployers should each 
be responsible for conducting their own risk assessments. 

d. Pre-Deployment Risk Assessments 
Conducting a risk assessment is “a process which should begin at the earliest pos-
sible stages, when there are still opportunities to influence the outcome of a pro-
ject.”174 Thus, risk assessments should be done before and during development of 
a system that collects or processes personal information—before the system is de-
ployed and when changes can still be made to the way the system will operate. 
The completed risk assessment should be submitted to the relevant forum (the 
public, the enforcing agency, or ideally both) a reasonable period of time before 
the system is deployed.175 

However, transparency and accountability mechanisms should not stop at de-
ployment. As the federal Office of Management and Budget has noted, a risk 
assessment “is not a time-restricted activity that is limited to a particular milestone 
or stage of the information system or [personally identifiable information (PII)] life 
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cycles. Rather, the privacy analysis shall continue throughout the information sys-
tem and PII life cycles.”176 After deployment, the system should be monitored, in-
cluding for whether the risk assessment correctly assessed potential risks 
compared to real-world impacts. Risk assessments should also be paired with on-
going oversight, including audits, and new risk assessments should be conducted 
when material changes are to be made to the system. Material changes could 
include the collection or processing of a new category of information, the collec-
tion or processing the same personal data for a new purpose, changes in a data 
retention schedule, or updates to the ADS model. 

e. Routine Submission to Regulators 
The completed risk assessment should be submitted in full to an agency or gov-
ernment official who has legal authority to seek more information and evidence 
to support risk assessments, challenge assertions in risk assessments, and bring en-
forcement actions in the case of noncompliance. Covered entities should be re-
quired to affirmatively submit their required risk assessment materials to this 
regulator rather than placing the burden on the regulator to request these mate-
rials. This affirmative obligation to submit materials will incentivize entities to ensure 
they are both conducting their required risk assessments in a timely manner and 
conducting thorough assessments. Further, the same government body should be 
able to investigate, or work with other agencies to bring non-risk assessment-re-
lated enforcement actions, such as discrimination claims or unfair, deceptive, or 
abusive acts or practices claims that may stem from disclosures in the risk assess-
ments. The regulator to whom the risk assessments are submitted should also be 
able to receive public input and complaints to inform its enforcement actions. 

f. Public Access 
Mandating that risk assessments be made public is one of the most powerful fea-
tures of an effective risk assessment framework because it challenges the existing 
information asymmetry that surrounds privacy harms from processing personal in-
formation.177 Public risk assessments should complement notices provided to indi-
viduals before personal information is collected or processed and before 
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individuals are subject to an ADS. While individual notices can provide consumers 
with some modicum of transparency, choice, and the ability to challenge an in-
stitution’s processing of personal data or use 
of ADS, published risk assessments can pro-
vide a broader analysis of risks to a wider 
audience. Risk assessments should be made 
available to the public in a centralized, eas-
ily searchable database and disclosed to 
consumers in a conspicuous, accessible 
manner.178 

It is important that risk assessments be made 
publicly available to reach interested parties who might not otherwise have ac-
cess to such information. For example, researchers and advocacy organizations 
can use publicly available assessments to review business practices and chal-
lenge findings if necessary. By comparing risk assessments to each other with an 
expert eye, advocacy organizations can inform consumers of how entities that 
process their personal information stack up against each other and identify busi-
nesses that may not be in full compliance with their privacy and AI obligations. 
Further, companies, governments, and individuals that purchase products and 
services implicating personal data may benefit from comparing risk assessments 
to identify more privacy-protective options.179 

The added visibility of a public risk assessment compared to one that is solely sub-
mitted to an enforcement agency would also provide a stronger incentive for the 
business conducting the risk assessment to take the process seriously. And public 
access can facilitate advocacy and debate concerning current and proposed 
privacy protections and AI safeguards. 

Absent a requirement to make risk assessments public, covered entities may con-
tinue to avoid public scrutiny concerning their personal data practices, and the 
likelihood of risk assessments becoming a box-checking exercise will grow.180 Pol-
icymakers, advocates, and the public at large will be less able to understand for 
themselves the information a business plans to collect or process, what purpose it 
will be used for, what privacy risks exist, and what steps the business has taken to 

 Risk assessments should be 
made available to the public in a 
centralized, easily searchable data-
base and disclosed to consumers in 
a conspicuous, accessible manner. 
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mitigate those risks. With no public access, the enforcing agency will bear the 
burden of combing through risk assessments itself, and enforcement will be further 
constrained by the budget, resources, and expertise of the agency.181 

While the entirety of the risk assessments would ideally be made public, a robust 
public summary of the risk assessments can achieve the goals of transparency 
and accountability while allowing businesses to keep private information that 
could compromise trade secrets or system security. Robust summaries with plain 
language explanations can still inform consumers and the public, including ad-
vocates, and ensure that businesses take the time and effort to conduct the risk 
assessments seriously.182 At the same time, allowing businesses to keep certain in-
formation non-public can encourage the business to honestly assess risks and mit-
igate issues. If a business is aware that all parts of a risk assessment will be made 
public, privacy risks that may reflect negatively on the business may not be sur-
faced and addressed thoroughly.  

g. Broad Stakeholder Input 
In conducting a risk assessment, the covered entity should seek input from com-
munities that would be impacted by the system to understand potential harms 
and inform mitigation measures.183 For example, if a business uses an ADS to make 
employees’ schedules, the employees should be consulted when the business is 
conducting the risk assessment for that system. Requiring this type of consultation 
will ensure that businesses better grasp and are better positioned to address the 
ways that their data processing and ADS use can negatively impact consumers 
and other stakeholders. The Agency should also make it possible—ideally using 
the same searchable system through which risk assessments are disclosed—for 
members of the public to report concerns with published assessments and in-
stances in which businesses appear to have violated statements made therein.  

h. Clear and Thorough Content Requirements   
With respect to the written content of risk assessments, EPIC recommends the fol-
lowing list of information be included:184  
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§ What personal data the business collects or processes;  
 

Commentary: “Collects or processes” should cover all of the actions 
with regard to personal information that the business may take, includ-
ing transferring, selling, retention, and deletion.185 

 

§ The sources of personal data the business collects or processes;  
o The method through which the data is collected;  

 

Commentary: I.e. directly from the consumer on a website, from con-
necting user’s personal information with other identifying data to 
build a profile, through criminal background check, etc. 

 

§ The purpose(s) for which the business collects or processes each category 
of personal data; 

o Why the data is specifically necessary, proportionate, and appropri-
ate to the purpose for which it is being collected or processed, in-
cluding data processed in the design, development, training, testing, 
and operation of the system; 
 

Commentary: If the business’s stated purpose is disclosing, selling, or 
otherwise making available personal information to other parties (to 
the extent that the jurisdiction’s laws so permits), the business should 
explain that. Detailing why the collection or processing of the data is 
specifically necessary, proportionate, and appropriate for the stated 
purpose puts into practice the data minimization principle and forces 
the business to justify how it is complying with that principle. 

 

§ In what context the system will be deployed and how consumers will inter-
act with the system;  

§ What categories of data the business will create, infer, or generate about 
consumers through the processing; 

o How such data will be used and for what purpose;  
§ Which third parties and service providers the business will make personal 

data available to, and for what purpose;  
o Whether making personal data available to such entities is necessary 

to provide the service the consumers requested and why;  
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§ What notice or opportunities for consent will be provided to consumers 
concerning the entity’s collection, processing, or disclosure of personal 
data to third parties;  

o Including notices of consumers’ substantive privacy rights to access, 
correct, delete, opt-out, etc. if they exist in the jurisdiction and expla-
nations of how to exercise such rights;  

o Including an explanation of how to revoke previously given consent, 
which must not be more burdensome than the process to provide 
consent; 

§ The benefits to the business, consumer, public, or other stakeholders that 
are likely to result from such collection, processing, retention, disclosure, or 
sale of personal data;  

§ The potential harms to the consumer or public that might result from such 
collection, processing, or sale of personal data:  

o Including, but not limited to: threats to data protection (unauthorized 
access, control, disclosure, or modification); inaccuracies; physical, 
economic, psychological, or reputational harms; loss of autonomy 
(coercion, exploiting vulnerabilities, dark patterns, uninformed con-
sent); and discrimination (including disparate impact);  

§ Risk mitigation measures the business has implemented to address such po-
tential privacy harms;  

§ Any alternatives to such collection, processing, retention, or transfer of per-
sonal information considered by the business and the reason(s) why such 
alternatives were rejected;  

§ How the asserted benefits resulting from such collection, processing, or sale 
to the business, the consumer, other stakeholders, or the public compare 
to the privacy risks to the consumer or the public; and  

§ Individuals with relevant qualifications who contributed to the risk assess-
ment and approved it. 

The risk assessment should also be accompanied by a plain language summary 
of the assessment that would be comprehensible to a reasonable consumer, 
which should be made publicly available.  
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Because the use of automated decision systems often presents heightened risks 
compared with other processing of personal data, businesses should be required 
to conduct additional evaluations of the potential risks before using these systems. 
These additional criteria should be evaluated on top of the business’s traditional 
risk assessment.  

Additional requirements for ADS risk assessments should include:  

§ A detailed description of the intended purpose and proposed use of the 
system, including: 

o What decision(s) the system will make or support;  
 

Commentary: For example, a score and a suggestion to the 
landlord whether a rental apartment applicant should be ac-
cepted or denied. 
 

o How the system is used to make decision(s), including the amount of 
human oversight, discretion, or lack thereof in the decisionmaking 
process;  

§ How humans using the system will be trained;  
o Input(s) of the system and how those inputs are relevant to the deci-

sion being made; 
 

Commentary: For example, for a rental application ADS, inputs 
can include employment status, income, credit score, and a 
background check information. 

 

o The source(s) of the input(s) to the system and the means through 
which the input(s) are collected; 

o The output(s) the system produces;  
§ How the output is used in making the decision and how much 

it is relied upon in making the decision; 
§ Whether the output generated by the system is used down-

stream for any purpose not already articulated;  
o In addition to above, developers of the ADS should also document: 

§ Evidence to show that the system will function the way it is supposed to: 
o For developers of the ADS only, document: 

§ The logic of the system; 
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§ The source(s) of the training data in the underlying model(s) of 
the system;  

§ How the quality of the training data is maintained, including 
accuracy, reliability, bias, disparate impact, and data secu-
rity measures;  

o How the quality of the input(s) is maintained, including accuracy, re-
liability, risk of bias or disparate impact, and data security measures;  

o How the functioning of the system will be free from inaccuracy, unre-
liability, bias or disparate impact, and how the business will ensure 
that;  

o Metrics that are used to measure performance and known limitations 
of the system; 

§ How the consumer will be notified of the business’s use of the system, in-
cluding the information in the detailed description above;  

o How consumers can access an explanation of how and why a deci-
sion was made and how the ADS contributed to the decision;  

o How consumers can correct inaccurate information and have the 
decision re-evaluated based on the corrected information;  

o How consumers can opt-out or seek an appeals process, if available 
in the jurisdiction;  

§ Third parties that will have access to the input or output data of the system 
and for what purpose;  

§ A detailed description of the system’s capabilities, including capabilities 
outside of the scope of its intended use and when the system should not be 
used; and  

§ A plan for recurring validation studies and audits of accuracy, bias, and 
disparate impact. 

A developer of an ADS should be required to provide all information necessary 
for the deployer to conduct its own risk assessment. A developer should also be 
required to perform its own risk assessments and testing throughout the develop-
ment process and before either deploying the ADS itself or making it available for 
sale or use by others.  
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i. Specified Methods for Measuring Privacy Impacts 
Most of the above risk assessment requirements should be straightforward for busi-
nesses to comply with. Businesses should be aware of what personal information 
they collect, process, or sell about consumers, and they should understand how 
an automated decision system works before they deploy it.  

One aspect of impact assessments that has faced criticism is the requirement that 
businesses assess privacy or human rights impacts and identify what efforts they 
will undertake to mitigate those risks. Some of the critics who voice this view argue 
that risk assessments are an abstract exercise that does not materially improve 
privacy, transparency, or accountability. Although we disagree firmly that this is 
true of risk assessments in general, it is fair to say that a poorly executed risk assess-
ment may do little to protect the rights of those whose data is pro-
cessed.  

Reflecting on the history of environmental im-
pact assessments illustrates how risk assessment 
requirements that are not carefully thought out 
or well enforced can become a box-checking 
exercise—for example, the requirement for an 
environmental impact assessment prior to the 
construction of the Trans-Alaska Pipeline did 
not lead to objective assessments of the environmental and societal impact on 
Inuit communities because the assessment process was tainted by the U.S. gov-
ernment’s interest in development.186 It is important to understand that risk assess-
ments are socio-technical—the system must be assessed in the context in which 
it would be deployed.187 Poorly designed and conducted risk assessments can 
allow covered entities to evade assessing certain harms, leading to an incom-
plete assessment of privacy risks, a lack of mitigation measures and potentially 
harm individuals.188  

To avoid the pitfall of risk assessments becoming divorced from real-life harms, the 
regulator charged with policing risk assessment compliance should provide de-
tailed privacy harms and human rights guidance for the businesses to assess. For 
instance, examples of psychological harm that businesses should assess could 

 It is important to understand 
that risk assessments are socio-
technical—the system must be 
assessed in the context in which it 
would be deployed. 
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include emotional distress from disclosure of nonconsensual intimate imagery; 
stress and anxiety from regularly targeting a consumer who visits websites for sub-
stance abuse resources with advertisements for alcohol; or emotional distress from 
disclosing a consumer’s purchase of pregnancy tests or emergency contracep-
tion for non-medical purposes, without limiting the assessment to such exam-
ples. 189  The enforcing agency could provide detailed examples of harms for 
different privacy risks and provide a workflow that helps businesses identify risks 
based on previous enforcement actions by the agency and the experience of 
the agency from assessing privacy risks. Such clarity would be beneficial for cov-
ered entities to better comply and for consumers and advocacy organizations to 
assess compliance with the risk assessment requirements. 

Further, assertions by covered entities about the privacy risks and mitigation efforts 
should be backed by measurable evidence or reputable research. While per-
fectly quantifying human rights risks is impossible, qualitative, interdisciplinary as-
sessments of the processing activity within the deployment context can yield a 
useful assessment.190 The enforcing agency should have interdisciplinary staff to 
evaluate the risk assessments, and if it finds that the business is making unfounded 
assertions without evidence, the agency should be authorized to demand sup-
porting documents. Further, post-deployment, if the agency finds that the system 
poses more privacy risks than identified in a risk assessment, or that the harms do 
not outweigh the benefits, the agency should be able to compel the business to 
alter or suspend the relevant data practices, to require updates the assessment, 
and to investigate the business for misrepresentations or inadequacy in its risk as-
sessment. 

j. Assessors With Expertise and Independence 
Risk assessments may be conducted internally or through consultation with third 
parties, but for particularly large-scale or risky processing activities that impact 
individuals’ civil rights, risk assessments should be conducted by an independent 
entity.191 To be independent, the assessor should be credible or certified and 
have no financial interest in the outcome of the risk assessment.192 Independent 
assessments are less susceptible to pressure from the entity to produce a positive 
assessment and are more likely to result in an objective assessment. Because 
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assessments conducted by an independent party can inform development de-
cisions, they should be repeated when material changes are to be made to the 
processing of personal information or use of an ADS.  

Because risk assessments should be able to inform the development process and 
should not be siloed, conducting a risk assessment must involve the individuals 
who took part (or would take part) in the planning, design, implementation, test-
ing, and deployment of the system or practice to be assessed. The individuals who 
conduct the risk assessment should have relevant qualifications to conduct the 
risk assessment. As noted earlier, relevant qualifications not only involve technical 
expertise but also the ability to assess the social context and privacy implications 
of the data processing or deployment of an ADS, which requires interdisciplinary 
expertise. If an entity does not have such expertise, it should look to independent 
assessors rather than conducting an insufficient assessment. The business should 
be required to identify individuals with relevant qualifications who contributed to 
and approved the risk assessment to ensure individuals within businesses take the 
risk assessment requirements seriously.  

k. Robust Enforcement Mechanisms for Non-Compliance 
A risk assessment mandate should be backed by effective enforcement mecha-
nisms to ensure compliance. As previously noted, one way to simplify enforce-
ment is to ensure that the threshold for the duty to conduct a risk assessment is 
clear-cut and easy for the enforcing agency to independently assess (rather than 
relying solely on the business’s self-evaluation). 

Making risk assessments public would also help ensure compliance. If consumers 
notice that a business collects their personal information but cannot find a risk 
assessment or find that the risk assessment is incomplete or inaccurate, they 
should have the ability to report to the enforcing agency. Even if individual con-
sumers may be unlikely to wade into reading full risk assessments, academics, 
nonprofits, and consumer advocates can fulfill this watchdog role to assist en-
forcement efforts.193 Public risk assessments would be valuable a tool for these 
intermediaries to assess the risk assessments, educate consumers, and advocate 
for strong consumer protections.  
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Further, to prevent businesses from treating potential fines from non-compliance 
as simply a cost of doing business, risk assessment frameworks should include pri-
vate right of action for individuals to enforce assessment requirements. A private 
right of action is the most effective way to incentivize compliance and avoids 
leaving the protection of consumers’ privacy solely up to regulators who make 
lack adequate resources. 

When systems are deployed, real-life harms can occur that may or may not have 
been identified as potential risks in the risk assessments. To close the gap between 
the potential harms identified in the risk assessment and the real harms experi-
enced by individuals, there should be conspicuous channels where consumers 
can bring privacy harms to business’s attention, and a business must rectify issues 
when possible. For example, there should be a process for consumers to check 
for, and if necessary, correct information used as inputs to an ADS, and request a 
reevaluation with corrected information. Businesses should have ongoing assess-
ments of harms reported and periodically reevaluate the harms weighed against 
the purported benefits of the processing. Regulators should sustain the scrutiny on 
businesses by proactively discovering harms and enforcing the law against violat-
ing businesses. 

l. Beyond Risk Assessments  
Risk assessments will not resolve all issues presented by unregulated data pro-
cessing or unrestricted deployment of ADS, but requiring risk assessments is a cru-
cial step. Without meaningful transparency, enforcement of any civil or consumer 
rights is nearly impossible.194 Risk assessments should complement other transpar-
ency and accountability tools to more fully protect consumer privacy rights. 

For example, effective algorithmic transparency will require regular independent 
audits and validation studies based on the purpose and use of the system, includ-
ing what decisions it will be used to make or support. These measures will require 
thoughtful consideration of a system’s data inputs, its logic, intended benefits, its 
capabilities (including those outside the scope of its intended or appropriate use), 
and privacy risks.195 Audits should also include an assessment of the number of 
false positives and false negatives for each subgroup of the impacted population, 
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such as subgroups broken down by gender, race, disability, or language spoken 
to capture disparate impacts and errors.196 

In discussing regulatory frameworks, one dynamic that must be addressed is the 
“specification dilemma,” which describes how algorithmic systems can cause 
harm when they fail to work as specified—i.e., in error—but may just as well cause 
real harms when working exactly as specified.197 A good example is facial recog-
nition technology. Errors in facial recognition technology, such as wrongly identi-
fying an individual as the target, can lead to wrongful arrests and reputational 
and psychological harms. Facial recognition technology is known for exhibiting 

disparate error rates, often erroneously 
matching people of color.198 But even if 
facial recognition technology worked 
100% of the time, it still causes harm, in-
cluding by chilling freedom of assembly, 
free association, freedom of expression, 
and freedom of movement.199 Risk as-
sessments should thus cover both types 
of harms: both when the system does 
not work as intended and when it does.  

However, companies implementing such systems may not be able or sufficiently 
incentivized to assess privacy harms caused by their systems working as intended. 
Thus, risk assessments and audits should be paired with robust privacy and algo-
rithmic protections and robust civil rights language prohibiting data-driven dis-
crimination.200 Substantive data minimization provisions will limit the data that 
businesses can collect in the first instance, thus substantially mitigating privacy 
risks.201 Other stakeholders in the transparency and accountability ecosystem, 
such as entities that conduct audits, should be subject to oversight to ensure they 
are independent.202 Lastly, legislators should ban particularly high-risk uses of AI 
that carry serious and documented privacy harms, such as one-to-many facial 
recognition or sentiment analysis.203  

  

 But even if facial recognition 
technology worked 100% of the 
time, it still causes harm, including by 
chilling freedom of assembly, free 
association, freedom of expression, 
and freedom of movement. 
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This Part will turn to the ongoing rulemaking process in California for regulations 
touching on automated decisionmaking technologies204 and risk assessments. 
First, we explain the statutory and regulatory backdrop for the rulemaking process. 
Then, it will describe how the strong proposed regulations in the initial draft have 
been watered down due to industry pressure, resulting in proposed draft regula-
tions that provide far less transparency and accountability. Finally, we respond to 
a number of common arguments raised by industry lobbyists to attack the pro-
posed regulations.  

Note: Throughout this report, we have used the term “automated decision system 
(ADS)” to describe AI that is used to make or facilitate human decisionmaking. 
Because California’s proposed regulations use the term “automated deci-
sionmaking technology (ADMTs)” to describe the same technology, we will use 
that term in the section discussing the proposed regulations. 

 

a. Background on California’s Rulemaking 
California passed its consumer privacy law, the California Consumer Privacy Act 
(“CCPA”), in 2018.205 The CCPA established the right of residents of California to 
know what personal information about them is being collected; to know whether 
their information is sold or disclosed and to whom; to limit the sale of personal 
information to others; and to access their information held by others.206 The CCPA 
gives individuals a right to delete their data and prohibits businesses from selling 
the personal information of California residents under the age of 16 without their 
opt-in consent.207 California voters then amended the CCPA in 2020 by adopting 
the California Privacy Rights Act (“CPRA”)208 via ballot measure.209 California’s 
dedicated privacy agency, the California Privacy Protection Agency (“CPPA” or 
“the Agency”) was created by CPRA and has rulemaking authority to develop 
and promulgate regulations210 to help implement the CCPA. The CPPA shares en-
forcement authority with the California Attorney General.211 

The CPPA (as amended by CPRA) mandates risk assessments covering the pro-
cessing, use, benefits, and risks related to personal data. The CCPA directs the 
CPPA to promulgate regulations requiring businesses “whose processing of con-
sumers’ personal information presents significant risk to consumers’ privacy or 
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security,” to submit to the CPPA on a regular basis a risk assessment.212 The risk 
assessments pertain to the processing of personal information, including whether 
the processing involves sensitive personal information, and businesses must weigh 
the benefits resulting from the processing to the business, the consumer, other 
stakeholders, and the public, against the potential risks to the rights of the con-
sumer associated with that processing, with the goal of restricting or prohibiting 
the processing if the risks to privacy outweigh the benefits from processing.213 The 
CCPA is one of the strongest comprehensive state privacy laws in the country, 
and effective analysis of CCPA-required risk assessments is key both to informing 
consumers about how their data is being processed and to deterring data abuses 
on the part of businesses.  

As of the publication of this report in June 2025, there is an open California Privacy 
Protection Agency rulemaking to clarify risk assessment requirements under the 
Act—as well as to adopt regulations on automated decisionmaking technology 
(ADMT), cybersecurity audits, and the application of the CCPA insurance com-
panies.214 The formal rulemaking process commenced on November 8, 2024. The 
analysis below is based on the proposed regulations as of May 2025.215  

b. The Proposed Regulations Would Fail to Deliver  
Consumers Transparency 

The initial proposed regulations were a promising start to providing more con-
sumer privacy protections and transparency and accountability mechanisms 
through risk assessments. However, under significant pressure from industry lobby-
ists and Governor Gavin Newsom, the proposed regulations have been substan-
tially weakened in terms of consumer protection, transparency, and 
accountability.216  

This Part addresses four key issues with the revised regulations: (1) the definition for 
ADMT is too narrow, leaving out many harmful and concerning uses of ADMT; (2) 
some processing activities that pose substantial privacy risks are excluded from 
the risk assessment requirement threshold; (3) numerous important risk assessment 
factors, such as the privacy risks of processing and how the business ensures the 
system works as intended, would not be reported to the CPPA (let alone the pub-
lic); (4) businesses would not be prohibited from engaging in processing activities 
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where risks to consumers’ privacy outweigh the benefits; and (5) there is very little, 
if any, ability for the public to access risk assessments conducted by covered en-
tities. 

While the proposed regulations still represent a positive step forward in providing 
California consumers with transparency, the most recent draft of the regulations 
are a disappointing step back from the strong substantive risk assessment provi-
sions in the previous version.  

1. The ADMT Definition Is Too Narrow 
The definition that covers ADMT is crucial to ensuring that concerning uses of au-
tomated decision systems are covered. EPIC has urged that the definition of 
ADMT cover situations where the system is used to “assist or replace” human de-

cisionmaking, even if the system does not 
make the final call.217 Covering circum-
stances where both a human and ADMT 
are involved in a decisionmaking process 
is essential because research shows hu-
mans tend to over-rely on automated 
systems.218 The latest proposed definition 
of ADMT ignores this reality by excluding 
from coverage ADMTs that assist (but do 
not fully replace) human decisionmaking. 

The November version of proposed regulations defined ADMT as “any technology 
that processes personal information and uses computation to execute a decision, 
replace human decisionmaking, or substantially facilitate human decisionmak-
ing.”219 “Substantially facilitate” was defined as “using the output of the technol-
ogy as a key factor in a human’s decisionmaking.” 220  This definition, while 
narrower than the “assist or replace” language that EPIC recommended, did in-
clude situations where an ADMT is used to generate a score about a consumer 
that a human reviewer uses as a primary factor to make a significant decision 
about them.221 This definition would have captured, for example, an ADMT that 
calculates a score about a rental tenant applicant that the landlord would pri-
marily rely on to make a decision about whether to accept or deny the 

 Covering circumstances where 
both a human and ADMT are involved 
in a decisionmaking process is essential 
because research shows humans tend 
to over-rely on automated systems. 
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application, which presents serious risks to consumers including discriminatory and 
otherwise unfair or erroneous outcomes.222  

The new proposed definition for ADMT covers “any technology that processes 
personal information and uses computation to replace human decisionmaking or 
substantially replace human decisionmaking.”223 “Substantially replace human 
decisionmaking” is defined as a business “us[ing] the technology’s output to 
make a decision without human involvement.”224 The example of a system that 
generates a score about a consumer that the human reviewer uses as a primary 
factor in the decision is thus removed from coverage.  

The new definition is even narrower than the original proposed definition, insofar 
as it removes from coverage situations when ADMT is the primary basis for a hu-
man decisionmaking or otherwise substantially facilitates the human deci-
sionmaking (without fully replacing it). “Human involvement”—the presence of 
which would disqualify a system as ADMT—requires only that a person: “A) know 
how to interpret and use the technology’s output to make the decision; B) Review 
and analyze the output of the technology, and any other information that is rele-
vant to make or change the decision; and C) have the authority to make or 
change the decision based on their analysis in subsection (B).”225 Many ADMT ex-
amples involve a human decisionmaker in the loop, such as an employer making 
the final decision to hire or progress a job candidate based on AMDT outputs,226 
law enforcement making the decision to arrest based on a false facial recogni-
tion match,227 or a landlord relying on ADMT score 
to accept or deny a rental application.228 But hu-
man involvement in a decision impacted by an 
ADMT does not eliminate the significant privacy 
concerns. Humans tend to over-rely on ADMT out-
puts, and business practices may pressure the hu-
man in the loop to spend as little time as possible 
on each decision or may impose other barriers to 
the human’s ability to disagree with the ADMT out-
puts.229  

 But human involvement 
in a decision impacted by an 
ADMT does not eliminate the 
significant privacy concerns. 
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While the “without human involvement” portion of the definition is seemingly in-
cluded to prevent covered entities from relying on humans to act as rubber 
stamps for ADMT outputs, in reality, businesses are likely to use this provision to self-
certify out of coverage. Even if a human is unqualified to assess or disagree with 
the ADMT output, has little time to assess each decision, or otherwise feels pressure 
to rubber-stamp ADMT outputs, businesses will be incentivized to avoid compli-
ance burdens by taking the stance that its system has a human in the loop. Cou-
pled with the lack of public access or an affirmative obligation for companies to 
submit risk assessments to the CPPA, it will be extremely difficult for regulators to 
enforce risk assessment requirements as to companies who self-select out of com-
pliance using this loophole. 

This is the same strategy some businesses have adopted to circumvent New York 
City’s algorithmic transparency law, Local Law 144,230 concerning automated de-
cision technology used in employment decisions. The city’s regulations cover cir-
cumstances in which an automated tool is “substantially assisting” discretionary 
decisionmaking, which occurs where either (1) the tool’s output is the only factor 
in the decision; (2) the tool’s output the most important factor in a set of criteria; 
or (3) the tool’s output is used to override conclusions based on other factors, 
including human decisionmaking.231 This standard allows businesses to effectively 
decide for themselves whether they are covered, as it is difficult for officials to 
identify a business that should be in compliance but is not.232 A similar fate likely 
awaits the CPPA’s ADMT regulations if the Agency moves forward with a nar-
rowed definition of ADMT. Many businesses will likely risk an (improbable) enforce-
ment action over their failure to treat automated systems as covered ADMTs 
rather than proactively comply with the regulations given the considerable chal-
lenges and limitations of enforcement. 

2. The Risk Assessment Thresholds Fail to Capture ADMTs That 
Impose Significant Privacy Risks 

There are two large categories of triggers for risk assessments under the proposed 
regulations: (1) a business’s actions pertaining to consumer personal information 
and (2) a business’s use of automated decisionmaking technologies. For the first 
category, the current draft regulations are unchanged from prior versions, and 
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the thresholds for coverage based on processing personal information are suffi-
ciently broad. For the second category, however, there was a significant narrow-
ing in the revised draft; the proposed regulations no longer require risk assessments 
or provide other consumer rights for some ADMT uses that pose serious privacy 
concerns.    

For the first category, the proposed regulations identify two processing activities 
that trigger risk assessment requirements: (1) selling or sharing personal infor-
mation; 233  or (2) processing sensitive personal information. 234  These thresholds 
cover the processing activity that EPIC recommends in this report, including the 
most risky uses of personal information. The “selling or sharing” trigger covers all 
possible ways that a covered entity could provide another entity access to con-
sumer’s personal information.235 This trigger gets to the heart of the vast market-
place that exists for consumers’ personal information and requires businesses to 
undertake risk assessments before engaging in such “selling or sharing.” Further, 
using the processing of sensitive personal information as a trigger imposes an ob-
jective, clearly defined threshold, which provides clarity for businesses and en-
forcers.  

In contrast, the threshold for ADMT 
uses that triggers the risk assess-
ment requirement has been weak-
ened in this draft compared to prior 
ones. The November 2024 pro-
posed regulations required com-
panies to conduct risk assessments 
when they use an ADMT for a “sig-
nificant decision,” 236  “extensive 
profiling of a consumer,” 237  or 
“training” ADMT. 238  While limited, 
enumerating these uses of ADMT as 
triggers for risk assessments ensured 
that businesses were required to 

conduct risk assessments to engage in many of the most harmful uses of ADMTs, 
as highlighted in Part I.  

Significant decision: 

“decision… that results in access to, or the 
provision or denial of, financial or lending 
services, housing, insurance, education 
enrollment or opportunity, criminal justice 
(e.g. posting of bail bonds), employment 
or independent contracting opportunities 
or compensation, healthcare services, or 
essential goods or services (e.g., grocer-
ies, medicine, hygiene products, or fuel).” 
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In the latest proposal, the uses of 
ADMT that trigger risk assess-
ments were narrowed, and 
many concerning uses were re-
moved from coverage, mean-
ing risk assessments and other 
ADMT-related provisions do not 
apply. Namely, the “significant 
decision” definition no longer in-
cludes decisions about criminal 
justice, insurance, or essential 
goods or services. 239  Some of 
the most harmful uses of ADMT 
arise in criminal justice settings, 
as incorrect or biased outputs 
can expose individuals to 
wrongful arrest and have a tre-
mendous impact on their wellbeing, including employment, housing, and mental 
health.240 Removing the risk assessment requirement allows businesses to deploy 
ADMTs in such contexts without a covered entity assessing the privacy risks or en-
suring that the ADMT works accurately as intended and without bias. This puts 
Californians at risk. The definition of “significant decision” has also been narrowed 
such that it no longer covers Californians’ “access to” the enumerated list of im-
portant goods and services; instead, a significant decision is defined as only the 
“provision or denial of” such goods and services.241 This narrowing means that 
businesses no longer need to conduct risk assessments or provide people with 
other ADMT rights if they use ADMT to price necessities like rent, insurance, or 
health care so prohibitively high that many people can no longer afford to access 
them. 

Further, ADMT used for profiling a consumer for behavioral advertising was also 
removed from the list of risk assessment triggers. While the “selling or sharing” per-
sonal information trigger for risk assessments remains—which captures much of 
the data broker industry—first-party profiling for behavioral advertising would no 

Extensive profiling: 

“(A) profiling a consumer through system-
atic observation when they are acting 
their capacity as an applicant to an edu-
cational program, job applicant, student, 
employee, or independent contractor 
(‘work or educational profiling’);  

(B) Profiling a consumer through system-
atic observation of a publicly accessible 
place (‘public profiling’); or  

(C) profiling a consumer for behavioral 
advertising.” 
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longer require risk assessments. Advertisers routinely use characteristics like race, 
gender, and income or proxies like ZIP codes to filter and target certain audience 
segments to advertise employment,242 housing,243 and educational opportuni-
ties.244 First-party or not, profiling for behavioral advertising poses consumer pri-
vacy and equity risks and should therefore trigger the risk assessment requirement.   

Profiling in public places was removed and re-
placed with profiling in “sensitive locations,” 
which are defined as “healthcare facilities in-
cluding hospitals, doctors’ offices, urgent care 
facilities, and community health clinics; phar-
macies; domestic violence shelters; food pan-
tries; housing/emergency shelters; educational 
institutions; political party offices; legal services 
offices; union offices; and places of worship.”245 

This new construction leaves out the profiling of consumers in other public 
spaces—such as retail businesses, streets, entertainment venues, and public 
transit—from the risk assessment requirements. Profiling in such public, “non-sensi-
tive” spaces still threatens consumer privacy. Businesses often surreptitiously and 
continuously collect personal information on consumers and create a system of 
surveillance that can track individuals’ locations, habits, and associations as well 
as gatekeep entry into businesses and entertainment venues on opaque and un-
accountable criteria.246 

The revised proposal narrows the threshold concerning training ADMT as well. The 
prior version of the regulations would have required a risk assessment when a busi-
ness is “processing personal information to train ADMT or artificial intelligence that 
is capable of being used for any of the following: A) for a significant decision con-
cerning a consumer; B) to establish individual identity; C) for physical or biological 
identification or profiling; D) for the generation of a deepfake; or E) For the oper-
ation of generative models, such as large language models.”247 The May 2025 
version narrows the initial scope of coverage by replacing “capable of being 
used for” with “which the business intends to use for,” deferring to the business’s 
intent rather than acknowledging the inherent risk that some ADMT can be put to 
high-impact uses.248 This again makes it easier for businesses to self-certify out of 

 First-party or not, profiling 
for behavioral advertising poses 
consumer privacy and equity 
risks and should therefore trigger 
the risk assessment requirement.   
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risk assessment requirements by claiming they did not intend for the resulting 
model to be used in a particular way when they were training the model.  

Also removed from the list of enumerated use cases are “for the generation of a 
deepfake” and “for the operation of generative models, such as large language 
models.”249 These two omissions are concerning because large language models, 
other generative models, and especially the generation of deepfakes all pose 
gave privacy concerns. Many tech companies have been training large lan-
guage models on content scraped from the internet without the knowledge or 
consent of the data subjects, which include children’s data and copyrighted ma-
terial. 250  This information then becomes baked into the model, with no clear 
means for consumers to prevent their personal information from being exploited 
or leaked.251 This removal effectively allows Big Tech to continue training large 
language models on any data it can access, without regard to consent or privacy 
harms. And the use of generative AI to produce deepfakes presents clear privacy 
risks, which is why the federal government and many states—including Califor-
nia—have taken quick action to regulate this use of AI.252 This acknowledgment 
of the risks posed by generative AI models makes it difficult to understand why the 
CPPA would remove these uses from the scope of the risk assessment require-
ments. 

3. The Proposed Regulations Would Yield Insufficient Assessment 
of Privacy Risks and ADMT Dangers 

The November 2024 proposed regulations required businesses to conduct a de-
tailed risk assessment and submit an abridged version to the CPPA, with the CPPA 
reserving the right to request the full risk assessment. This draft also required busi-
nesses to assess a large portion of the substantive information that Part III of this 
report recommends, including in a risk assessment. By contrast, the CPPA’s revised 
proposal not only strips out key required elements (including assessing privacy 
risks), but also requires only the barest of risk assessment information to be submit-
ted to the CPPA by default.   



 
 

 54 

i. The ‘Risk Assessment Report’ Fails to Require an  
Analysis of the Risks and Benefits of Processing  

The risk assessment requirement in the May 2025 proposed regulations undermines 
the core goal of risk assessments: forcing businesses to assess whether the benefits 
of processing outweigh the privacy risks (and be accountable to that assessment). 
The revised regulations introduce the concept of a “risk assessment report” that a 
covered business must complete. The proposed regulations lay out specific re-
quired components of a risk assessment. However, only a few of these compo-
nents must be included in the “risk assessment report.”253 Several critical elements, 
including an assessment of the benefits of the proposed processing and an as-
sessment of the privacy risks of the processing, need not appear in the report.254 
Thus, even though the risk assessment portion requires the business to assess the 
benefits and privacy risks of processing, the contents of such an analysis would 
not be routinely reported to the CPPA because they are not required elements of 
the risk assessment report. This problem is exacerbated by the regulations’ lack of 
an affirmative obligation to disclose more detailed assessment information to the 
CPPA and by limitations on the CPPA’s abil-
ity to request and obtain risk assessment re-
port material. 

The exclusion of the benefits and privacy 
risks of processing from the risk assessment 
report runs counter to the text of the CCPA, 
stymies the goal of risk assessments, and 
undercuts the CPPA’s oversight authority. 
The CCPA directs the CPPA to promulgate 
regulations requiring businesses “whose pro-
cessing of consumers’ personal information presents significant risk to consumers’ 
privacy or security” to submit to the CPPA on a regular basis a risk assessment.255 
By excluding the assessment of privacy risks from the risk assessment report, the 
revised regulations will no longer compel an adequate assessment of risks to con-
sumers’ privacy or security. Further, because the proposed regulations no longer 
require businesses to routinely disclose meaningful risk assessment information to 
the Agency, they fail to fulfill the CCPA’s mandate that businesses “submit to the 

 The exclusion of the benefits 
and privacy risks of processing from 
the risk assessment report runs coun-
ter to the text of the CCPA, stymies 
the goal of risk assessments, and un-
dercuts the CPPA’s oversight au-
thority. 
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CPPA on a regular basis a risk assessment.”256  Thus, the CPPA is abdicating its 
responsibility to ensure that businesses adequately assess “whether the risks to 
consumers’ privacy from the processing personal information outweigh the ben-
efits”—the primary goal of a risk assessment, as stated in the proposed regula-
tions.257  Finally, the CPPA is diminishing its own ability to gain insight into privacy 
risks of processing activities that businesses would have had to disclose. 

ii. The Content of the ‘Risk Assessment Report’ Required 
of Businesses Exhibits Dangerous Gaps  

This Part will walk through the substance of subsections (a)(1) through (a)(9), which 
outline what businesses must do to conduct a risk assessment. While some of the 
information that is required to be identified and documented aligns with this re-
port’s recommended risk assessment framework, there are now large gaps be-
cause key requirements were removed from the November 2024 version, 
significantly weakening the risk assessment requirements. 

Subsections (a)(1) through (a)(9), would require the following actions by the busi-
ness conducting risk assessment:258 

(1) Identify and document in a risk assessment report the business’s purpose 
for processing consumers’ personal information. The purpose must not be 
identified or described in generic terms, such as ‘to improve our services 
or for ‘security purposes.’ 

(2) Identify and document in a risk assessment report the categories of per-
sonal information to be processed, including any categories of sensitive 
personal information. This must include: the minimum personal infor-
mation that is necessary to achieve the purpose of processing consumers’ 
personal information. 
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Commentary:  

Subsection (2), by requiring the business to identify the minimum personal infor-
mation necessary in relation to the purpose, implements the data minimization 
principle included in the CCPA. The relevant provision states,  

A business’ collection, use, retention, and sharing of a consumer’s 
personal information shall be reasonably necessary and proportion-
ate to achieve the purposes for which the personal information was 
collected or processed, or for another disclosed purpose that is com-
patible with the context in which the personal information was col-
lected, and not further processed in a manner that is incompatible 
with those purposes.259  

A business, by identifying the personal data used, is declaring that the personal 
data processed is reasonably necessary and proportionate to achieve the iden-
tified purposes, as the CCPA requires. If the business processes personal infor-
mation to an extent that is not necessary to achieve those purposes, then the 
business is in violation the CCPA. This provision requires the business to show their 
work that they are complying with the data minimization provision of the CCPA. 

 
(3) Identify and document in a risk assessment report the following opera-

tional elements of the processing: 
(A)  The business’s planned method for collecting, using, disclosing, re-

taining, or otherwise processing personal information, and the sources 
of the personal information. 

(B) How long the business plans to retain each category of personal in-
formation, or if unknown, the criteria the business plans to use to de-
termine that retention period. 

(C) The business’s method of interacting with the consumers whose per-
sonal information the business plans to process (e.g., via websites, ap-
plications, or offline) and the purpose of the interaction (e.g., to 
provide a good or service). 

(D) The approximate number of consumers whose personal information 
the business plans to process. 



 
 

 57 

 

(E) What disclosures the business has made or plans to make to the con-
sumer about the processing of their personal information and, how 
these disclosures were or will be made (e.g., via a just-in-time notice). 

(F) The names or categories of the service providers, contractors, or third 
parties to whom the business discloses or makes available the con-
sumers’ personal information for the processing; and the purpose for 
which the business discloses or makes the consumers’ personal infor-
mation available to them.  

(G) For the uses of automated decisionmaking technology [for significant 
decisions], the business must identify: 
(i) The logic of the automated decisionmaking technology, in-

cluding any assumptions or limitations of the logic; and 
(ii) The output of the automated decisionmaking technology, and 

how the business will use the output to make a significant de-
cision. 

(4) Identify the benefits to the business, the consumer, other stakeholders, 
and the public from the processing of the personal information, as appli-
cable. The benefits must not be identified in generic terms, such as “im-
proving our service.” 

(5) Identify the negative impacts to consumers’ privacy associated with the 
processing. The business must identify the sources and causes of these 
negative impacts. 
 

Commentary: 

While exclusion from the risk assessment report ultimately undermine the utility of 
subsection (5), it does helpfully list examples of harms to consumer privacy that 
businesses should consider assessing. These harms include: (A) unauthorized ac-
cess, destruction, use, modification, or disclosure of personal information; (B) dis-
crimination on the basis of protected characteristics; (C) impairing consumers’ 
control over their personal information, such as by providing insufficient infor-
mation to make an informed decision or interfering with consumers’ ability to 
make a choice regarding personal information; (D) coercing or compelling con-
sumers into allowing processing of their personal information; (E) economic harms, 
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including limiting or depriving consumers of economic opportunities, charging 
consumers higher prices, or compensating consumers at lower rates based upon 
profiling; (F) physical harms to consumers or to property, including processing that 
creates the opportunity for physical or sexual violence; (G) reputational harms, 
including stigmatization; and (H) psychological harms, including emotional dis-
tress, stress, anxiety, embarrassment, fear, frustration, shame, and feelings of vio-
lation. A risk assessment framework should identify a minimum baseline of privacy 
risks that businesses must assess and give examples to provide businesses with clar-
ity, as these proposed regulations do. 

Regrettably, however, the May 2025 version removed from the list of privacy 
harms “disclosing a consumer’s media consumption (e.g. books they have read 
or videos they have watched) in a manner that chills or deters their speech, ex-
pression, or exploration of ideas.”260 As some of the examples of ADS harms out-
lined in Part I illustrated, tracking and profiling individuals’ media consumption 
can infringe on consumers’ free speech rights, causing a chilling effect and po-
tentially limiting discussion or research of sensitive topics like mental health, 
LGBTQ+ issues, and reproductive health.261 

 
(6) Identify and document in a risk assessment report any safeguards that 

the business plans to implement for the processing, such as safeguards 
to address the negative impacts identified in subsection (a)(5). 
 

Commentary: 

The new version strikes the following provision, which would have made the provi-
sion more robust: “The business must specifically identify how these safeguards 
address the negative impacts identified in subsection (a)(5), including to what 
extent they eliminate or reduce the negative impacts; and identify any safe-
guards the business will implement to maintain knowledge of emergent risks and 
countermeasures.”262 This removal makes the assessment of mitigation measures 
less robust because the regulations no longer require businesses to assess the ex-
tent to which the negative privacy impacts are mitigated. Once again, this un-
dercuts the overarching goal of risk assessments—to force businesses to weigh the 
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benefits and risks of processing—which should include an assessment of how ef-
fectively the mitigation measures would decrease risks and impact the overall risk-
benefit calculus. Removing the requirement that businesses identify how they will 
maintain knowledge of emergent risks is also counter to the interests of consum-
ers: the CPPA is effectively allowing businesses to stick their heads in the sand after 
system deployment, even if serious real-life harms emerge. 

 
(7) Identify and document in a risk assessment report whether it will initiate 

the processing subject to the risk assessment. 
(8) Identify and document in a risk assessment report the individuals who 

provided the information for the risk assessment, except for legal counsel 
who provided legal advice. 

(9) Identify and document in a risk assessment report the date the assess-
ment was reviewed and approved, and the names and positions of the 
individuals who reviewed or approved the assessment, except for legal 
counsel who provided legal advice. 

Commentary: 

To fulfill its CCPA directive to protect consumer privacy, the CPPA should require 
businesses to conduct and submit the full risk assessment report by default—or an 
abridged risk assessment at minimum, which the November 2024 version did. The 
provisions above take a step back from that and only require the business to re-
port the bare minimum information to the CPPA. More than the bare minimum 
information should be included in the routine submissions required of the busi-
nesses for the CPPA to ensure that businesses are conducting sufficient risk assess-
ments.  

iii. The Proposed Regulations Fail to Require Businesses to 
Prove That Their ADMTs Are Safe for Consumers 

The revised proposal introduces several other glaring deficiencies with respect to 
ADMT. First, the May 2025 version removed the provision that required businesses 
to identify, for uses of ADMT, the actions the business will take to maintain the 
quality of personal information processed by the ADMT.263 Under the November 
2024 proposal, “quality of personal information” included the completeness, 
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representativeness, timeliness, validity, accuracy, consistency, and reliability of 
the sources of the personal information used in a business’s application of ADMT. 
Businesses could have verified the quality of personal information by (1) identify-
ing the source of personal information and its reliability; (2) identifying how the 
personal information is relevant to the task being automated and will be useful; 
(3) identifying whether the personal information contains sufficient breadth to ad-
dress the range of real-world inputs; and (4) identifying how errors are measured 
and limited.264 The November 2024 proposed regulations rightly placed the onus 
of ensuring the quality of the personal information on the business developing and 
deploying such automated decisionmaking systems to make significant decisions 
about consumers’ lives. This removal suggests to businesses that they are free to 
deploy systems without robust data integrity practices in place, thus forcing con-
sumers bear the burden of any errors. 

Second, the May 2025 version also removes the requirement that businesses eval-
uate the need for human involvement in decisions involving ADMTs, and 
consider developing policies, training, and 
procedures for the human in the loop. 265 
Every business deploying ADMTs should assess 
the appropriate degree of human involve-
ment in the system to mitigate risks of inaccu-
racy, arbitrariness, and bias. Businesses should 
also consider how to properly train the per-
sonnel involved so they do not give undue 
weight to ADMT outputs or merely rubber-
stamp those outputs. Removing these re-
quirements will ultimately harm consumers.  

Lastly, the May 2025 version strikes the provision that would have required busi-
nesses to identify whether they evaluated an ADMT to ensure it works as intended 
for their proposed use and does not discriminate based on an individual’s mem-
bership in a protected class.266 Here again, this removal makes it easier for busi-
nesses to avoid testing each system before deployment to ensure it works 
accurately and does not discriminate. Instead of putting the burden on busi-
nesses to show that their systems work as intended, the proposed regulations will 

 Every business deploying 
ADMTs should assess the appropri-
ate degree of human involvement 
in the system to mitigate risks of in-
accuracy, arbitrariness, and bias. 
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allow businesses to deploy untested and potentially dangerous ADMTs while still 
attesting that they complied with the risk assessment requirements. 

4. The Proposed Regulations Fail to Prohibit Processing Activities 
Where the Risks Outweigh the Benefits 

The May 2025 version completely guts the previously prohibition on processing 
activities where risks to consumers’ privacy outweigh the benefits. Under the No-
vember 2024 proposal, if the risk assessment process led a business to conclude 
that a particular form of processing or ADMT application presented more risks 
than benefits, the business was prohibited from engaging in that activity.267 The 
proposal gave some teeth to this provision by allowing the CPPA to assess the 
completed risk assessments and real-life impacts to determine whether the ben-
efits outweigh the risks of a particular processing activity. The new language takes 
an enormous step back on this point: it now only states that the “goal of a risk 
assessment is restricting or prohibiting the processing of personal information if the 
risks to privacy of the consumer outweigh the benefits resulting from processing,” 
rather than directly prohibiting such processing.268 This dramatically weakens the 
provision and curtails the CPPA’s ability to give force and effect to a business’s 
risk analysis.  

This weakened language (combined with the removal of the requirement that 
businesses analyze the benefits and privacy risks from the risk assessment report) 
calls into doubt whether the CPPA is interested in enforcing businesses’ obligation 
to conduct effective risk assessments. Under the May 2025 draft regulations, the 
CPPA would have a significantly diminished ability to examine how businesses 
have weighed the benefits and risks of certain processing activities—and even 
where it could conduct that evaluation, the CPPA would not necessarily have the 
power to halt a business’s unduly harmful processing of personal information. To 
incentivize businesses to conduct effective risk assessments and to safeguard 
against unjustifiably risky data practices, the CPPA should restore the November 
2024 language.  
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5. The Proposed Regulations Require Businesses to Report  
Minimal Information to the CPPA and Provide for No Public  
Access 

Under the May 2025 proposal, businesses are required to report very little infor-
mation to the CPPA by default. A business must submit to the CPPA only the fol-
lowing: 

(1) The business’s name and a point of contact for the business, including 
the contact’s name, phone number, and email address. 

(2) The time period covered by the submission, by month and year. 

(3) The number of risk assessments conducted or updated by the business 
during the time period covered by the submission, in total and for each of 
the processing activities identified in section 7150, subsection (b). (NOTE: 
The referenced subsection listed triggers for risk assessments, as discussed 
earlier). 

(4) Whether the risk assessments conducted or updated by the business 
during the time period covered by the submission involved the processing 
of each of the categories of personal information identified in Civil Code 
sections 1798.140(v)(1)(A)-(L) or sections 1798.140(ae)(1)(A)-(G), (2)(A)-(C).  

(NOTE: The cross-referenced sections are as follows: 
1798.140(v)(1)(A)-(L) define “personal information,” (ae)(1)(A)-(F) de-
fine “sensitive personal information,” and 2(A)-(C) define “processing 
of biometric information for uniquely identifying a consumer, per-
sonal information collected and analyzed concerning a consumer’s 
health, sex life, or sexual orientation.”) 

(5) Attestation to the following statement: “I attest that the business has 
conducted a risk assessment for the processing activities set forth in section 
7150, subsection (b), during the time period covered by this submission, and 
that I meet the requirements of section 7157, subsection (c). Under penalty 
of perjury under the laws of the state of California, I hereby declare that the 
risk assessment information submitted is true and correct.” 



 
 

 63 

 

(6) The name and business title of the person submitting the risk assessment 
information, and the date of the certification. 

 

Commentary:  

The only substantive details businesses must routinely submit to the Agency are 
the categories of processing activities that triggered a risk assessment, which 
alone provide very little insight into a business’s assessment of the risks of pro-
cessing. As a result, the CPPA may have little or nothing to go on to assess the 
sufficiency of the risk assessment purportedly conducted by the business. By con-
trast, the abridged risk assessment that the November 2024 proposal would have 
required businesses to submit to the CPPA: (1) the processing activity triggering 
the risk assessment; (2) a plain language explanation of its purpose for processing 
consumers’ personal information; (3) the categories of personal information pro-
cessed, and whether sensitive personal information is included; and (4) a plain 
language explanation of safeguards the business has implemented.269 Although 
EPIC continues to believe that businesses should be compelled to disclose more 
information to the CPPA than the November 2024 proposal called for, the May 
2025 proposal falls far short of even this meager list of information. 

The CPPA is required under the CCPA to “provide a public report summarizing the 
risk assessments filed with the agency.”270 But given that the information required 
under the revised proposal is so scant, there may very little useful detail for the 
CPPA to include in such a report. Even if the CPPA’s public report included the full 
risk assessment reports that the CPPA may request from businesses, those reports 
would not include the assessment of benefits and risks to consumer privacy from 
the processing. Although the CPPA may be able use its investigatory authority to 
compel businesses to turn over all documentation pertaining to risk assess-
ments,271 it seems unlikely that the CPPA would be able to exercise this authority 
at scale, and it is not clear whether the fruits of such investigation could be freely 
disclosed in the public report. 

Lastly, the May 2025 proposal merely requires self-certification from businesses 
that they conducted a risk assessment. Self-certification alone is not effective at 
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protecting consumers from harmful processing, and in fact it can encourage busi-
nesses to do as little as possible while complying with the default reporting require-
ments. The current proposed regulations provide cover for businesses to claim 
they complied with the risk assessment requirements while having done little to 
assess the actual risks to consumer privacy, potentially misleading consumers and 
further failing to protect their privacy. To protect consumers from harmful pro-
cessing, the CPPA should require businesses to analyze negative privacy risks, 
mandate more information be submitted to the Agency by default, and make 
risk assessments public. These requirements would ensure businesses spend more 
time and effort undertaking effective risk assessments and would give consumers 
greater transparency. The CPPA should reinstate the November 2024 version of 
risk assessment requirements and require businesses to make public (at a mini-
mum) the abridged risk assessment.272 
 

c. Industry Arguments Against Risk Assessment Regulations 
Fail   

Big Tech and other industry stakeholders have consistently pushed the Agency to 
weaken its proposed privacy regulations, undermining the Agency’s mission and 

harming consumers while promoting an anti-
regulatory agenda.273 Big Tech and industry 
lobbyists have poured resources into fighting 
regulations for decades, which has left con-
sumers with a failed notice-and-choice re-
gime. Tech’s infamous goal was to “move 
fast and break things,”274 and in the destruc-
tive wake of this goal, it has left a broken 
ecosystem that harms consumers and com-
petition.275 This broken ecosystem was the 

very thing that Californians overwhelmingly voted to fix through the ballot initia-
tives that established the California Consumer Privacy Act and the California Pri-
vacy Protection Agency. 

 Tech’s infamous goal was to 
“move fast and break things,” and 
in the destructive wake of this 
goal, it has left a broken ecosys-
tem that harms consumers and 
competition.  as. 
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This Part responds to the tired arguments that industry has made for years to main-
tain the status quo—a gift to Big Tech at the expense of the consumer—through 
written comments, oral testimony, and public communications.276 

Industry Argument: The Agency has exceeded the scope of its  
authority.  
Industry has often pushed the argument that the CPPA, California’s dedicated 
agency tasked with protecting consumer privacy, is overstepping its legal author-
ity in developing regulations on cybersecurity, risk assessments, and ADMTs. Indus-
try also argues that the Agency should limit itself to privacy-related issues and 
should not regulate ADMTs more broadly.  

Nevertheless, these regulations are squarely within the Agency’s authority. The 
CCPA explicitly authorizes the Agency to promulgate regulations requiring com-
panies “whose processing of consumers’ personal information presents significant 
risk to consumers’ privacy or security” to submit risk assessments to the Agency.277 
When the risks to privacy outweigh the purported benefits, the goal of the regu-
lations is to restrict or prohibit the processing.278 The CCPA also explicitly provides 
the Agency the authority to issue regulations “governing access and opt-out 
rights with respect to businesses’ use of automated decisionmaking technol-
ogy.”279 EPIC joined the ACLU of Northern California in its comments280 to the 
Agency addressing this issue: 

The plain terms of the CCPA also enable the agency to promulgate 
regulations that sweep farther than the specified topics identified in 
Section 185(a). Section 185 itself makes this clear, directing that au-
thority to issue regulations extends to all areas that would “further the 
purposes of this title, including, but not limited to, the following areas.” 
Section 1798.185(a). This wider scope of authority is reiterated in Sec-
tion 185(b), which states that regulations can be adopted “to further 
the purposes of this title.” Those “purposes” are enumerated explicitly 
in the CPRA and clearly reach the collection, disclosure, and use of 
personal information: “[i]n enacting this Act, it is the purpose and in-
tent of the people of the State of California to further protect con-
sumers’ rights, including the constitutional right of privacy. Section 3, 
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CPRA (emphasis added). Those “consumer rights” are detailed in 
Section 3(A), which indicates that consumers should, under the law, 
have rights to control the use of their personal information. See CPRA 
Section 3(A)(2) (“[c]onsumers should be able to control the use of 
their personal information, including limiting the use of their sensitive 
personal information, the unauthorized use or disclosure of which cre-
ates a heightened risk of harm to the consumer, and they should 
have meaningful options over how it is collected, used, and dis-
closed.“); see also CPRA Section 3(A)(2)(7) ("[c]onsumers should ben-
efit from businesses’ use of their personal information.") (emphasis 
added). 

Based on these clear statutory directives, the CPPA is acting within its au-
thority—and is, in fact, fulfilling its CCPA-assigned mission—by promulgating 
these regulations. Industry’s repeated argument that regulating ADMTs is 
outside of the CPPA’s authority and should be left to the Legislature is with-
out merit. 

Industry Argument: The Agency Should Leave Regulation of Automated 
Decisionmaking Technology to the Legislature and Governor. 
The Agency was created through a ballot measure, the CPRA, whereby Califor-
nians expressed their clear desire to have a privacy agency tasked with protect-
ing them. The Legislature and Governor have approved the statutes that give the 
Agency the explicit authority to regulate data practices that harm consumers. 
This Agency, and these very regulations, are the exact type of regulation that the 
Agency was created to address.  

Industry Argument: Regulations in California must be harmonized with 
other, less stringent regulations. 
California, like any other state, should not water down its regulations because 
other jurisdictions impose weaker standards. States are not fulfilling their roles as 
laboratories of democracy or guardians of consumers if they uncritically adopt 
exactly what other jurisdictions have done without bringing their own experience 
and expertise to bear. If other jurisdictions promulgate risk assessment 
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requirements that have fewer or lower requirements, companies that operate 
across jurisdictions will likely conduct risk assessments consistent with California’s 
standards—if they are indeed stronger. California should promulgate require-
ments that create the floor for risk assessments, especially because of its position 
as the only state with an entire agency dedicated to privacy protections. Further, 
because California is home to many tech companies and major industry players, 
it is arguably in the best position to develop regulations that would affect its own 
resident businesses.  

Industry Argument: The training of ADMTs should be excluded from 
the risk assessment requirements. 
As explained above, the statute explicitly provides the Agency the authority to 
regulate a business’s processing of personal information when the processing 
poses significant risks to consumers’ privacy. The voter guide for California’s con-
stitutional right to privacy, which was passed by voters and legislatures in 1972, 
explained the right to privacy was meant to address privacy mischiefs, including 
“the improper use of information properly obtained for a specific purpose, for ex-
ample, the use of it for another purpose or the disclosure of it to some third 
party.”281 Using personal information to train AI, when it was not collected for this 
specific purpose, contradicts California’s constitutional right to privacy and is the 
exact type of misuse of personal information that the Agency is directed to pro-
tect consumers against. 

Industry Argument: Reporting requirements are onerous and will lead 
to a deluge of paperwork for industry. 
 In 2025, companies should already be in the 
habit of conducting risk assessments before they 
collect or process personal information. Any en-
tity that is processing information in a way that 
could harm consumers should calculate the risks 
and determine what safeguards should be in 
place to mitigate potential harms. If companies 
have not done any paperwork regarding risks 
associated with their processing of personal 

 In 2025, companies 
should already be in the habit 
of conducting risk assessments 
before they collect or process 
personal information. 
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information, it is past time for them to consider how their data processing may 
harm consumers. And if a company has already been doing so as a general risk 
mitigation practice or to comply with requirements in another jurisdiction, the bur-
den of compiling those risks into a CCPA-mandated assessment will be minimal. 
Because some form of risk assessment is required in many states and many foreign 
jurisdictions, including the EU,282 it is likely that many companies are already re-
quired to compile this information.  

Moreover, assessments actually promote compliance. These assessments will help 
businesses comply with CCPA provisions like section 7002, which limits data col-
lection to what is necessary,283 and section 7027, which empowers consumers to 
restrict the use of sensitive personal information.284  

Industry Argument: The costs of regulation will hurt businesses,  
especially small businesses. 
The Agency carefully considered the benefits and costs of the regulations it pro-
posed in November 2024. After a detailed economic analysis, the Board deter-
mined that those regulations were the best path forward, choosing to circulate 
them for public comment. The Agency was right to do so. While the Agency has 
concluded there will be an economic impact from regulation, it also determined 
that the benefits would outweigh the costs in the long run. It is especially critical 
to consider non-monetary costs and benefits of the proposed regulations—as the 
CPPA did—given than many privacy harms are abstract and difficult to quantify.  

In terms of monetary costs and benefits, the Agency estimated that the compli-
ance costs per firm would be $6,768 in the first year for the November 2024 pro-
posed risk assessment framework.285 Moreover, the majority of the costs for a risk 
assessment would be mitigated by the baseline (given that “quantification of cer-
tain benefits and negative impacts to consumers should already be considered 
by businesses”), and the only additional costs should be organizational.286 Be-
cause many businesses are already subject to the GDPR and Colorado’s privacy 
law, some of the costs will be mitigated.287 This expense may seem substantial in 
the short term, but it reflects what is necessary to protect the privacy of Californi-
ans in the modern commercial surveillance ecosystem according to the 
Agency’s expert cost-benefit analysis.  
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Some of these costs would also be offset by covered businesses avoiding falling 
victim to cybercrime or other expensive cybersecurity incidents. Conducting risk 
assessments and cybersecurity audits increases the likelihood of detecting and 
preventing security breaches, which helps to mitigate the monetary losses of cy-
bersecurity incidents.288 With respect to the November 2024 proposal, the Agency 
notes: “The direct benefits to California businesses of a 12.6% reduction of these 
seven cybercrimes are estimated to be approximately $1.5 billion in 2027 and 
$66.3 billion in 2036.”289 

As far as non-monetary costs and benefits, the Agency acknowledges that the 
benefits to consumers, competition, health, safety, welfare, and quality of life are 
difficult to quantify.290 The Agency explained that these benefits include “avoid-
ing the physical, reputational, and psychological harm that results from unauthor-
ized access, destruction, use, modification, or disclosure of PI; and from 
unauthorized activity that results in the loss of availability of PI. The unquantified 
benefits include avoiding the social and psychological costs of identity theft and 
fraud, such as fear, anxiety, stress, and other inconveniences.”291 Other benefits 
include increased transparency and awareness, which leads to consumers be-
coming more informed about their rights. This awareness leads to more consumer 
control over their personal information, which leads to increased quality, accu-
racy, and efficiency of data that firms use.292  

Businesses and the economy also benefit from regulation in ways that are difficult 
to quantify. Businesses gain more guidance about compliance and lower costs 
of consumer privacy by standardizing their processes. Businesses will benefit from 
more trust and loyalty from consumers, as well as increased reputation, which 
leads to more potential customers.293  

Moreover, there are also real costs, monetary and otherwise, to not implementing 
privacy-protective regulations. The Agency was right to determine that promul-
gating the November 2024 proposed regulations would work more benefits than 
harms—and it should still trust that conclusion now. 
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Industry Argument: Regulation stifles innovation. 
This argument is one that Big Tech and industry lobbyists raise whenever govern-
ment is considering meaningful regulation, and this rulemaking process is no ex-
ception. However, it is an argument that falls flat here. Regulation actually can 
promote innovation; regulation and innovation are not opposing ideas. The status 

quo allows tech giants to move fast and break things. Reg-
ulations can make the largest players’ business practices 
fairer to competitors and less harmful to consumers, which 
in turn promotes competition and innovation. Apple, for 
example, has been named the most innovative company 
in the world, “due in part to its creativity in developing fea-
tures that assist in user privacy and security.”294  

Innovation without proper safeguards is reckless, as we have seen time and again. 
Innovation for innovation’s sake, or at the expense of privacy, is not something 
California or other jurisdictions should strive for. Indeed, this is the exact problem 
that the Agency is supposed to address: the un- and under-regulated industry 
practices that harm consumers. If a practice is built on harming consumers, that 
practice should be slowed down or halted, and other less harmful practices 
should be adopted instead. Innovation should be steered toward practices that 
protect consumer privacy while providing desirable products and services. This 
privacy-protective, thoughtful progress is the type of innovation that the CPPA’s 
November 2024 proposal would and should incentivize. 

 [R]egulation 
and innovation are 
not opposing ideas. 
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Currently, no jurisdiction has adopted an ideal risk assessment framework. Indeed, 
California, with one of the strongest privacy laws in the country, may adopt 
stripped down risk assessment requirements that do not even obligate businesses 
to disclose critical components of the assessment. However, there may be 
stronger requirements in the future.295 Businesses would be well served to stay 
ahead of the regulatory curve and adopt some of these ideal risk assessment 
components as best practices before they are mandated by law. 

Conducting thorough risk assessments can in fact benefit businesses. First, reckless 
and harmful data processing can cause reputational damage, loss of consumer 
trust, loss of business, and the unwanted attention of legislators. Consumers, ad-
vocates, journalists, and legislators are increasingly aware of the risks of ADS, and 
businesses are better off assessing privacy risks and implementing mitigation 
measures instead of taking shortcuts to deploy unassessed and untested systems. 
To earn consumer trust—and indeed to protect their own bottom line—businesses 
should ensure that the risks of their personal data processing to consumers are 
identified and mitigated. 

Second, states are already moving toward more robust risk assessment require-
ments. By implementing thorough risk assessments now, businesses will be better 
situated to comply with forthcoming requirements and able to develop best 
practices without a looming compliance deadline. 

Third, businesses should already be assessing privacy risks to limit their own liability. 
Irresponsible personal data practices can subject businesses to investigation, fines, 
and litigation. These include penalties and claims based on civil rights laws; pri-
vacy laws; unfair, deceptive, and abusive practice (UDAP) laws; breach notifica-
tion and mitigation laws; and contract law, among others. Regulators—including 
the Federal Trade Commission (FTC), state attorneys general, and the Data Pro-
tection Authorities in EU countries that enforce the GDPR—are already taking ac-
tion against companies for irresponsible data processing, which can result in hefty 
fines and diminish a business’s reputation and profits.296 Businesses should already 
be assessing whether and to what extent their processing of personal data may 
cause harm that is cognizable under existing law.  
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Finally, developers, deployers, and consumers can all benefit from the stability 
and transparency afforded by robust, public risk assessments. For example, if de-
velopers can verifiably establish that the ADS they offer is safe, accurate, and 
non-discriminatory, they stand to gain financially. Businesses and consumers are 
more likely to purchase a fully vetted system over other systems that lack corrob-
oration. Businesses deploying ADSs would be better able to compare the offerings 
of different developers, which in turn would promote healthy market competition. 
Developers would also be able to limit their own liabilities by identifying and re-
solving system issues that threaten consumers. Consumers who are subject to au-
tomated decisionmaking would similarly benefit from the transparency 
engendered by public risk assessments. Consumers would also feel more confi-
dent that ADSs being used to make decisions about them or process their data 
are them are safe, accurate, and non-discriminatory.  

In sum, businesses can and should take the lead on implementing robust risk as-
sessments, which would model responsible business practices, limit liability, and 
spur privacy competition and innovation. 
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In many ways, conducting risk assessments before engaging in risky data prac-
tices seems a self-evident precaution for responsible businesses to take. A business 
processing personal information or deploying an ADS should map the categories 
and sources of personal information; assess the quality of information, the pro-
cessing system, and outputs; maintain awareness of the risks to consumer privacy; 
and implement measures that mitigate these risks. None of these steps are con-
troversial or overly burdensome. It is past time that businesses processing personal 
information demonstrate to consumers that their data practices are not putting 
them at risk. 

In publishing this report, EPIC hopes to provide support and resources to consum-
ers who want businesses to be transparent and accountable when processing 
their personal information, consumer advocates who are pushing for robust risk 
assessment regulations, businesses that are striving to develop and maintain re-
sponsible data practices, entities that are considering purchasing and deploying 
automated decisionmaking systems, and policymakers who are working to regu-
late businesses’ processing of personal data and use of ADSs.  
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nounces decision in WhatsApp inquiry, Data Protection Commission (Sept. 2, 2021), 
https://www.dataprotection.ie/en/news-media/press-releases/data-protection-commission-an-
nounces-decision-whatsapp-inquiry; The CNIL’s restricted committee imposes a financial penalty 
of 50 Million euros against GOOGLE LLC, European Data Protection Board (Jan 21, 2019), 
https://www.edpb.europa.eu/news/national-news/2019/cnils-restricted-committee-imposes-fi-
nancial-penalty-50-million-euros_en; Attorney General Ken Paxton Sues Allstate and Arity for Un-
lawfully Collecting, Using, and Selling Over 45 Million Americans’ Driving Data to Insurance 
Companies, Ken Paxton, Attorney General of Texas (Jan 13, 2025), https://www.texasattor-
neygeneral.gov/news/releases/attorney-general-ken-paxton-sues-allstate-and-arity-unlawfully-
collecting-using-and-selling-over-45; Press Release, FTC, FTC Order Requires Workado to Back Up 
Artificial Intelligence Detection Claims (April 28, 2025), https://www.ftc.gov/news-
events/news/press-releases/2025/04/ftc-order-requires-workado-back-artificial-intelligence-de-
tection-claims; Press Release, FTC, FTC Takes Action Against General Motors for Sharing Drivers’ 
Precise Location and Driving Behavior Data Without Consent (Jan 16, 2025), 
https://www.ftc.gov/news-events/news/press-releases/2025/01/ftc-takes-action-against-gen-
eral-motors-sharing-drivers-precise-location-driving-behavior-data; Press Release, FTC, FTC Final-
izes Order Banning Mobilewalla from Selling Sensitive Location Data (Jan. 14, 2025), 
https://www.ftc.gov/news-events/news/press-releases/2025/01/ftc-finalizes-order-banning-mo-
bilewalla-selling-sensitive-location-data; Privacy Enforcement Actions, State of California Dep’t 
of Justice, https://oag.ca.gov/privacy/privacy-enforcement-actions.  
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